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Playing Super Mario Using Neural Networks

• Player (Mario) has to travel to the right 
as far as possible

• Game Over if the player touches an 
enemy or falls into an hole

• Mario can be navigated to the left/right 
using the left/right arrow keys and can 
jump using the space bar



Jump

Playing Super Mario Using Neural Networks
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Problem: requires manually labelled data

➡Reinforcement Learning 

➡Neuroevolution
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in which, it can perform certain actions.
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• The agent is assigned a reward (fitness 
value) based on the reached state after 
applying one or several actions.

➡Has to represent the intended goal 
as closely as possible!

Reward

• An agent is placed into an environment 
in which, it can perform certain actions.

• Based on the selected action, the 
environment is updated. 
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Fitness Function

Measure travel distance



Measure travel distance + level progress

Fitness Function
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1. Select a target statement

➡ 

Generating Dynamic Test Suites



2. Optimise networks to cover the selected statement using Neuroevolution

Neuroevolution

➡ Fitness = distance to target statement 

Generating Dynamic Test Suites



3. Validate and improve the robustness of networks

➡ Cover                         multiple times using different seeds

Neuroevolution

Generating Dynamic Test Suites



1. Select a target statement
How to select a target? Explore the CDG

Generating Dynamic Test Suites

➡ 
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forever
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say Hello bear! for 2 seconds

broadcast answer cat

Explore the CDG
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2. Optimise networks to cover the selected statement using Neuroevolution

Neuroevolution

➡ Fitness = distance to target statement 

Generating Dynamic Test Suites



Fitness = Distance to Target

Start
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Fitness = Distance to Target
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• Surprise Adequacy measures how much 
networks are surprised by the input they 
receive compared to previous inputs

➡ Low ~ similar behaviour ~ correct

➡ High ~ suspicious behaviour ~ incorrect

➡ Regression testing approach
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Dataset of 25 Scratch games

Evaluation of Neatest



Neatest Covers Scratch Games Reliably

• Compares Neatest with random test generation baseline

• Statements are covered if generated test passes the robustness check 10 times

➡ Neatest wins games on average 20/30 times



Dynamic Tests are Robust Against Randomisation

• Execute generated static and dynamic tests

• No robustness check 

➡ Contrary to static suites, dynamic suites do not lose in coverage



Dynamic Networks as Test Oracles

• Mutation analysis on 243835 mutants using 8 mutation operators

➡High true-positive median of > 60% 

➡Low false-positive median of 10%



Good but Slow Performance of Neatest
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Slow Progress of Stochastic Weight Mutation



Gradient-Descent as Systematic Optimiser
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Label

Training Example

Human Gameplay Traces as Training Set
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Evaluation Dataset of 8 Scratch Games



How Many Data Samples Are Required?
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Too Many Data Samples Impair the Search
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Human Traces Can Only Approximate Optimisation Goal
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Weight 
Mutation

Evolutionary Gradient 
Descent

Does Neuroevolution Benefit From Gradient-Descent?

(0%, 30%, 60%, 100%)
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Significant Speedups through Gradient-Descent



Gradient-Descent Introduces Human Bias



Does Gradient Descent Affect Speciation?

δ =
c1D
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Repeated Explosion in Number of Species
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δt = 3 c3 = 0 → 95.18 % / 3

Gradient Descent Affects Speciation
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What Is the Influence of  Varying Player Behaviour?



Player Behaviour Affects Network Optimisation 
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If ThenPenguin Touching Bomb Game Over

Execution Phase



Extracting Tests from PlayTest
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Planning PhasePlay

Test
Test Inputs Assertions
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Extracting Tests from PlayTest

1) Abstracting The Purpose

2) Correlating Success with 
Valuable Test Cases
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