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REPRESENTATION OF MUSICAL PITCH 357 

tones. These three contours are roughly circular segments with a smaller 
radius for the segment connecting the major triad components, a some- 
what larger radius for the segment connecting the remaining scale tones, 
and a large radius for the segment connecting the nondiatonic tones. In 
addition, the tones fall in a regular pattern of increasing pitch height along 
each of the three contours. 

In the three-dimensional solution (stress = 0.108), the three circular 
segments of the two-dimensional configuration outlined a conical form, 
with the circular segment connecting the major triad tones located below 
the circular segment connecting the other diatonic tones, which fell below 
the circular segment connecting the nondiatonic tones. This solution was 
very similar to the slightly idealized configuration shown in Fig. 3. This 
configuration, rather than the actual three-dimensional solution, is shown 
because it is easier to depict in two-dimensional projection. In the figure, 
the points are located on the surface of a right circular cone with the 
radius at the base equal to the height of the cone. The major triad compo- 
nents fall on a circular cross section of half the radius of the circular cross 
section containing the other scale tones, and one-quarter the radius of the 
circular cross section containing the nondiatonic tones. The 13 tones 
contained within the octave interval are spaced with equal angular sep- 
arations around the cone such that the points corresponding to the two Cs 
fall at an angular separation of 270”. The program CONGRU was used to 
determine the correspondence between the obtained three-dimensional 
configuration and the conical configuration shown in Fig. 3. This program 
rotates and normalizes the distances in one configuration to maximize 
agreement with the second configuration. The resulting R value of .939 
indicated a close correspondence between the three-dimensional solution 
and the conical configuration, suggesting that the configuration in Fig. 3 is 

FIG. 3. The idealized three-dimensional conical configuration. 
(Krumhansl 1979)
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PERCEIVED HARMONIC STRUCTURE 29

did not yield clusters that related system-
atically to musical background. Conse-
quently, the remaining analyses were per-
formed on the data averaged over subjects.

Differences Between Contexts

The data for each scale context (C major,
G major, or harmonic minor in A) consisted
of a matrix of relatedness judgments on the
156 pairs of distinct chords. The correlation
between the C major and G major context
matrices was .89, that for C major and A
minor contexts was .81, and that for the G
major and A minor contexts was .78, all
highly significant (/x.OOl). Thus, similar
results were obtained for the three scale con-
texts, indicating that the pattern of results
may reflect characteristics of the chords,
such as chord type, that are independent of
the context scales. Alternatively, or in ad-
dition, the similarity of the results for G
major and A minor may be mediated through
the close relationship of each of these tonal-

ities to C major. Analyses evaluating these
two kinds of explanations are presented
later.

A t test for differences between nonin-
dependent correlations determined, however,
that the correlation between the results for
C and G major contexts was significantly
greater than the other two correlations,
t(\53) = 3.30 and 4.88, ps < ,01, for the two
comparisons, respectively. The pattern of
correlations may reflect the strong relation-
ship between a major scale and the major
scale built on its dominant, the slightly
weaker relationship between a major scale
and its relative minor, and finally, the rel-
atively remote harmonic relationship be-
tween G major and A minor.

Analyses on the Set of 13 Chords

Multidimensional scaling and clustering
of the 13 chords. Multidimensional scaling
(Kruskal, 1964; Shepard, 1962) and hier-
archical clustering (Johnson, 1967) methods
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Figure 2. Multidimensional scaling of the results for the 13 chords in C major, G major, and A minor.
(Panels a, b, c, and d all show the identical configuration. In Panel a the points are labeled according
to the name of the corresponding chords. The major chords are indicated by upper case letters, C, D,
E, F, and G. The minor chords are indicated by lower case letters, a, b, d, and e. The diminished chords
are indicated as b°, f#°, and g#°, and the augmented chord as C-K In Panels b, c, and d the points are
labeled according to the scale position of the root of the triad in the keys of C major, G major, and A
minor, respectively. An open circle indicates that the corresponding chord does not belong to the key.)

(Krumhansl, Bharucha a Kessler 1982)
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Figure 5. An equivalent two-dimensional map of the multidimensional scaling solution of the 24 major
and minor keys. (The vertical [dashed] edges are identified and the horizontal [solid] edges are identified,
giving a torus. The circle of fifths and parallel and relative relations for the C major key are noted.)

for instance, as the closer distance between
C major and A minor than between C major
and C minor. Another finding is that a major
key is closer to the minor key built on its
third scale degree (the relative minor of the
dominant key) than it is to the minor key
built on its second scale degree (the relative
minor of the subdominant key). For in-
stance, C major and E minor are closer than
are C major and D minor. In fact, this was
anticipated by Schoenberg (1969, p. 68) and
may reflect the greater number of chords
shared by the major key and the relative
minor of the dominant key. Other compar-
isons of this sort can easily be made using
this spatial map of key regions. Moreover,
this representation provides a framework for
approaching the problem taken up later of
how chords relate to different tonal centers
and how the sense of key develops as the
listener hears sequences of chords.

Other spatial representations. Other pre-
viously proposed spatial representations have
been described in detail by Shepard (1982a;
see also Shepard, 1981, 1982b) and will be
mentioned only briefly here. The first such
representation in the literature is the helical
structure of single tones (Drobisch, 1846,
cited in Ruckmick, 1929; Pickler, 1966; Re-
vesz, 1954; Shepard, 1964). In this three-
dimensional configuration, the single tones
are spaced along a helical path in order of

increasing pitch height such that tones sep-
arated by an octave interval are relatively
close as the helix winds back over itself on
successive turns. The projection of the points
on the plane perpendicular to the vertical
axis of the helix is often referred to as "tone
chroma," and the projection on the axis as
"tone height." This representation, then, si-
multaneously specifies the close relation be-
tween tones separated by small intervals and
that between tones at octave intervals. This
helical representation is preferable for mu-
sical pitches to the unidimensional psycho-
physical scale of pitch that combines both
frequency and log frequency as proposed by
Stevens (Stevens & Volkmann, 1940; Ste-
vens, Volkmann, & Newman, 1937), be-
cause there is a strong identification between
tones differing by octaves. This octave effect
is seen in their interchangeable use in music
theory and composition and in judgments of
intertone relatedness (Allen, 1967; Boring,
1942, p. 376; Krumhansl, 1979; Licklider,
1951, pp. 1003-1004; and numerous other
treatments). Shepard (1982a) argues that
the tones should be equally spaced in terms
of log frequency around the helix because
both the selection of musical tones and per-
formance in transposition tasks (Attneave
& Olson, 1971) indicate that the log fre-
quency scale applies to musical pitches.

Shepard (1981, 1982a, 1982b) has re-

(Krumhansl a Kessler 1982)
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branches, all of which represent the tonic I/F (hence d = 0
in the tree), should be understood as connecting
together. Event 2 in Figure 25 attaches to Event 41 in
Figure 26, and the designation for Event 19 in Figure 26
refers to Event 19 in Figure 25. The predicted values of
surface dissonance, hierarchical tension, and attraction
appear between the staves. (Incidentally, Event 34
branches differently than does the equivalent first event
in Figure 7. Here it connects not to the final cadence
[Event 41] but back to Event 19, showing the return to

/F. This happens because a prolongational analysis
always makes the most global connection possible. In
Figure 7 the context was a single phrase; here it is the
entire chorale.) 

Figure 27 shows the fit of the empirical data with the
predictions in Figures 25-26: R2(2,38) = .79, p < .0001,
R2

adj =.78 ; p(attraction) < .0001, b = .47; p(tension) <
.0001, b = .67. The high correlation is all the more
impressive given that a correlation tends to decrease as
the number of events increases (because there are more
possible points of deviation, as shown in the second
degree of freedom). Attraction and tension are both
individually significant in the multiple regression.

The analysis in Figures 25-26 departs from the TPS
analysis of the chorale in two places. The first concerns
the interpretation of Event 4 in Figure 25. In TPS it is

I3̂

conventionally treated as a secondary dominant,
IV2/IV, and by the shortest path attaches to the follow-
ing IV. But this solution, shown by the dashed branch,
gives a high tension value of 23 because of the double
inheritance from IV (8 + 5). The right-branching
alternative, the solid branch coming from the previous
V6, takes a longer local path but achieves a better bal-
ance between right and left branching in the phrase as
a whole, and it gives a moderate tension value of 15.
Olli Väisälä (personal communication, October 26,
2004) points out, however, that the Roman numeral
analysis of IV2/IV itself violates the principle of the
shortest path. The most efficient interpretation of
Event 4 is instead as I/F with a flatted seventh in the
bass, yielding a low tension value of 5. This option is
shown in parentheses in Figure 25 and by the dotted
branch in the tree. In this view, Event 4 is at an
immediately underlying level, transformed at the
musical surface by the chromatic descent in the bass.
(Imagine Event 4 with F3 instead of E 3 in the bass;
the progression makes perfect sense.) Of these solu-
tions, the best match with the data is the intermediate
one with the tension value of 15, and this is what we
have followed here.

The second departure from the TPS analysis concerns
the point at which the third phrase shifts from F to C.

I3̂

344 F. Lerdahl and C. L. Krumhansl

FIGURE 25. Analysis of the Bach chorale, phrases 1-2.
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In TPS, the reorientation is taken to occur on the down-
beat of bar 5 with V6

5/C, as illustrated in Figure 28a. This
interpretation treats the melodic F5 on the third beat of
bar 5 as a neighboring 4̂ between a prolonged 3̂ in C.
The resulting tension values, however, are too high at
the F5. Väisälä suggests instead the analysis in Figure 28b,
in which the shift to F takes place later in the phrase. In
this interpretation, which we have taken here, the F5
is not a mere neighbor in C but is the goal, 8̂ in F, of a
linear progression from the C5 that begins the phrase.

This reading leads to a different prolongational tree and
fits better with the data.

These alternative interpretations of the first and third
phrases illustrate the gradient nature of prolongational
derivational process and how empirical data can illumi-
nate which “preferred” interpretation may best conform
to listeners’ intuitions. It is noteworthy that both
instances involve choices in Roman-numeral analysis.
From the present perspective, Roman-numeral analysis
is not just a pedagogical labeling device but is a means
of establishing location in pitch space. Different spatial
locations yield different distances, hierarchical relation-
ships, and degrees of tension.

There are a few places where the model cannot find a
good fit with the data. Event 12 has too low a tension
value because, as I6 prolonged from I, it inherits no ten-
sion. Yet it also acts as a passing chord in a progression
of outer-voice parallel 10ths. The theory does not yet
have a way of addressing this voice-leading pattern.
There is also a poor fit at Events 24-25 (this would be the
case also under the TPS interpretation in Figure 28a).
These events are embellishing 16th notes of little
importance to the experience of tension. However, the
stop-tension task brings attention to them. The model
does not yet take into account the effect of relative
duration, so that these fleeting events have more weight
in the statistical analysis than they ought to have.

Modeling Tonal Tension 345

FIGURE 26. Analysis of the Bach chorale, phrases 3-4.

FIGURE 27. Tension graph for the Bach chorale.
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Both deviations suggest directions in which the theory
might be improved.

Chopin Prelude

Chopin’s E major Prelude (analyzed in TPS, Chapter 3)
is an exceptionally concentrated example of nineteenth-
century chromaticism. We assume a prior reduction
of the Prelude’s surface to block four-part harmony.
Figures 29-31 display the TPS prolongational analysis
of the Prelude’s three phrases. Each phrase begins with
the same chord ( /E), so that, at a global level not
shown, Event 17 branches off Event 1 and Event 33 off

I5̂

Event 17; finally, Event 1 attaches to Event 47. As pro-
longations of the tonic, all these events inherit 0, and the
patterns of tension and relaxation take place within
the phrases.

A number of details in the figures require comment.
In Figure 29, Events 6 and 8 could be regarded as sepa-
rate chords (viio6 and iii6, respectively), but it is equally
valid to treat them as voice-leading anticipations to the
ensuing chords (the D in Event 6, the G in Event 8).
The latter interpretation better fits the data and is taken
here. In the tree, the indication “1[0]” means that Event
16 inherits 0 from Event 12 (since both are V chords)
but that the seventh (A3) in Event 16 adds 1 to its local

346 F. Lerdahl and C. L. Krumhansl

FIGURE 28. Alternative analyses of the third phrase of the Bach: (a) as in TPS; (b) with a delayed tonicization of C. (Only the soprano and bass lines
are shown.)

FIGURE 29. Analysis of the first phrase of Chopin’s E major Prelude.
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judgments from the onset of each event to the onset of
the next event. The slow tempo (two seconds per chord)
suggested that this would give a representative value for
the tension of each event. The motivation for finding
these discrete values was that it was desirable to work
with a single number for each event as various theoret-
ical analyses were considered. This approach makes
fewer assumptions than the exponential decay model
used in prior treatments of the continuous response
method (Krumhansl, 1996).

Figure 32 shows the fit of the predictions in Figures
29-31 to the data: R2(2,44) = .42, p < .0001, R2

adj =.40;
p(attraction) = .34, b = .11; p(tension) < .0001, b = .62.
The correlation is not strong. Although the overall
probability is low, the contribution of attraction does
not approach statistical significance. We shall find a better
solution, but before doing so let us review the main
trouble spots. First, the discrepancy for Events 1-5 is an
artifact of the continuous-tension task and can be dis-
counted: the position of the slider was initially set at 0
and participants needed to hear a few events before they
were able to position the slider near an appropriate level
of overall tension. The predicted tension is too low,
however, for part of the rest of the first phrase (espe-
cially Events 14-16) and much of the second phrase
(Events 23-29). The fit in the third phrase is particularly
poor, with the predicted values too high (Events 38-32)
and then too low (Events 44-46).

The difficulty with Events 14-16 seems to be that in
the prolongational analysis Event 12 inherits no tension
from Event 7 (the two are identical), yet listeners pay
attention instead to the slow descent of the melody. The
situation is comparable to that of the second phrase of
the Bach (Event 12 in Figure 25): in both cases, the linear

melodic progression maintains tension that the theory
does not account for. The model’s predictions for Events
23-29, in contrast, could be increased by a different
analysis within the theory. The TPS analysis in Figure 30
follows Aldwell and Schachter (1979) by interpreting
Events 24-28 as a prolongation of an enharmonically
shifting diminished seventh chord; thus the A major and
B minor chords (Events 25 and 27) are assigned passing
status. In another plausible analysis, Events 24-27 would
recursively branch to the right, on the rationale that the
listener is sufficiently baffled by the intense chromati-
cism that the only recourse is to hear each event in terms
of the immediately preceding one. This tree structure
would increase the predicted tension to correspond
rather well to the data. We refrain from presenting
this alternative only because of another option to be
discussed shortly.

The third phrase presents the greatest problems,
beginning with the large distance value assigned to the
move to F at Event 37. As mentioned in TPS (p. 78), d
may obtain too great a distance between I and II;
Events 38-43 then inherit this value. In addition, listen-
ers tend to lag in their responses when presented with
distant modulations; they need time to adjust to the new
context (see Krumhansl & Kessler, 1982, for related evi-
dence). The data shows this in the descending curves
between Events 37-39, 41-43, and 45-47. In each case,
the local I-V-I progression gradually establishes the new
tonic for the listener, even though in the prolongational
analysis the second I is a repetition of the first. There is a
clash between final-state analysis and real-time listening.
The conflict is most severe at the return to E at the final
cadence (Events 44-45). The listener expects a repeat of
the sequential pattern in the previous bars, I-V-I-IV,

348 F. Lerdahl and C. L. Krumhansl

FIGURE 32. Tension graph for the TPS analysis of the Chopin prelude.
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Messiaen Quartet

Figures 45-46 give the opening parallel phrases of the
fifth movement (“Louange à l’Eternité de Jésus”) from
Messiaen’s Quartet for the End of Time. Events are num-
bered according to melodic and/or harmonic changes.
The melody in the original is played on the cello and the

repeated chords on the piano, but for the experiment
both parts were played on the piano. To shorten the
experiment slightly, the lengths of Events 12, 18, 20, 32,
38, and 40 were reduced from half to quarter notes. At a
more global level than is shown, Event 31 attaches to
Event 11. In the original, Events 39-40 continue into a
consequent phrase beginning on IV 11/E; however, the

354 F. Lerdahl and C. L. Krumhansl

FIGURE 45. Analysis of the first phrase of Messiaen’s Quartet for the End of Time, V.

FIGURE 46. Analysis of the second phrase of the Messiaen.
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subjects heard the music only up to Event 40. It is there-
fore assumed in the analysis that Event 40 ends in a half
cadence in relation to the tonic E major chord. Events 1-10
are subordinate to Event 11 because they lack explicit
harmonic support; similarly for Events 21-30 to Event 31.
In both cases, an E major harmony is implied.

All the pitches in Figure 45 and up to the fourth bar of
Figure 46 belong to a single octatonic collection, oct1,
or, equivalently, Eoct—that is, an E major tonic over an
octatonic scale. (Messiaen, 1944, calls the octatonic
scale the second mode of limited transposition.) With
the introduction of F and A at Event 33, the E major of
Events 31-32 function retrospectively as a hypermodu-
latory pivot to Edia (E major tonic in a diatonic context).
The interspatial distance rule consequently adds 1 to
Events 33-40. The F major chord at Events 37-38 serves
as a flattened supertonic in Edia. Within the given har-
monic framework, melodic pitches can be nonhar-
monic in different ways. For example, Events 14-15 are
octatonic scale tones outside the E major chord; but at
their repetition in the parallel phrase, Events 34-35 are
chromatic nonscale tones within an E major diatonic
context. The melodic notes in Events 39 and 40 are
unresolved appoggiaturas (B implies A, G implies F ),
a characteristic stylistic feature described in Messiaen
(1944).

As with the hexatonic interpretation of the chromatic
Grail theme, the question arises whether listeners hear
the octatonic-to-diatonic interpretation assigned in
Figures 45-46 or whether they try to fit the entire passage
into a diatonic schema. The tension graph in Figure 47
supports the former interpretation: R2(2,37) = .76,
p < .0001, R2

adj = .75; p(attraction) = .0009, b = .33;

p(tension) < .0001, b = 67. As with the Chopin excerpt,
the presented tempo was slow (4 seconds per quarter-
note beat), so the discrete values labeled “predicted” in
the graph were computed from the continuous-tension
judgments by averaging the judgments from the onset
of each event to the onset of the next event. Again, the
continuous-tension task causes a misleading discrep-
ancy for the first few events. Here events 21-25 repeat
Events 1-5, however. If the data values for events 21-25
substitute for those of Events 1-5, the excellent result is
R2(2,37) = .85, p < .0001, R2

adj = .84 ; p(attraction) <
.0001, b = .35; p(tension) < .0001, b = .71. We note that,
as in the case of the diatonic excerpts, the b values for
attraction are consistently lower than those for tension;
indeed, attraction appears generally weaker relative
to tension for the nondiatonic excerpts than for the
diatonic excerpts.

In several places the model makes inaccurate predic-
tions. Event 18 is given too high a tension value. The
desynchronization of melody and harmony at this
point—the G major chord arrives two 16th notes
before the beat—probably softens the perception of
dissonance when the C arrives. Perhaps the tension
data for Events 26-31 are higher than predicted
because of anticipatory tension for the chords to reen-
ter. The relatively high tension perceived at Event 36
may result from the ongoing trajectory of the melody in
mid-phrase. As far as we can see, however, any adjust-
ment made in the model to improve these specific
instances would produce greater negative consequences
elsewhere.

The octatonic-to-diatonic interpretation is almost
matched by an entirely diatonic analysis, for which

Modeling Tonal Tension 355

FIGURE 47. Tension graph for the Messiaen.
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Figure 1. The Arnold tongues for the sine map, equation ( l ) ,  plotted as a function of 
the nonlinearity parameter k and the winding number parameter Q. The black regions 
correspond to parameter values where there are stable periodic orbits, labelled by their 
winding numbers p / q .  

into independent oscillators, such as in Rayleigh-Benard convection 131 and other 
fluid flows. 

In this paper we perform several numerical experiments to investigate the scaling 
properties of the Arnold tongues. Our efforts focus on the subcritical region, below 
the first transition to chaos. We observe several interesting scaling laws. One 
apparent consequence of these scaling laws is that the complement of the Arnold 
tongues (the ergodic region) forms a fat fractal [4-61, with a fat-fractal exponent of 
$. This is supported by numerical experiments where we measure 0.6 < /3 < 0.7 for k 
in the range [0.4,0.9]. We conjecture that this number is universal. 

Our results contradict several tenets of conventional wisdom. For example, there 
has been a wide feeling that the subcritical regime is uninteresting, since there is a 
soluble renormalisation theory [7,8]. Although there is nothing wrong with this 
theory, it is inadequate: it says nothing about the widths of the Arnold tongues. Our 
numerical results tangibly demonstrate that the widths of the tongues have 
interesting scaling properties. In contradiction to previous statements, the subcritical 
scalings are by no means trivial. 

Another widely misunderstood point about the tongues concerns a scaling law 
due to Arnold, obtained through a perturbation calculation in the limit of small 
nonlinearity. This scaling has been mistakenly applied in the wrong limit in attempts 
to calculate analytically the value of the fat-fractal exponent. Our results demon- 
strate that Arnold’s scaling law only applies in the limit in which it was originally 
obtained. In the opposite limit we find an alternative scaling law, leading to a 
fat-fractal exponent of $. 

Before proceeding, we would like to emphasise that the work reported here is by 
no means the final word on the scaling of the subcritical Arnold tongues. Most of 

(Ecke, Farmer a Umberger 1989)
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simultaneously (Rossing, 1990). To examine how the brainstem
response represents the envelope periodicity of the stimulus, we
evaluated the temporal regularity of the FFR using the autocor-
relational analysis. The running autocorrelograms for musician

and nonmusician groups are plotted in
Figures 6A and 7A, with red indicating the
highest autocorrelations (periodicity). For
the consonant interval, both groups
showed the highest autocorrelation at 30.2
ms, the dominant envelope periodicity of
the stimulus. There was no significant
group difference in the strength of the
envelope periodicity (t test, p ! 0.39; mu-
sicians, 0.787; nonmusicians, 0.816).
However, the morphology of the autocor-
relation function was found to differ be-
tween the two groups. This difference is
evident in Figure 6A: the band of color
"30.2 ms is sharper (i.e., narrower) for the
musicians and broader for the nonmusi-
cians, suggesting that the phase-locked ac-
tivity to the temporal envelope is more ac-
curate (i.e., sharper) in musicians than
nonmusicians (cf. Krishnan et al., 2005).
The sharpness of the autocorrelation func-
tion showed a significant group difference
(t test, p # 0.05; musicians, 0.395; nonmu-
sicians, 0.521), i.e., the width was sharper
in musicians (Fig. 6A). Moreover, there
was a significant correlation between years
of musical training and the sharpness (r !
$0.52, p # 0.05), such that the longer an
individual has been practicing music, the
sharper the function (Fig. 6B). Of particu-
lar interest is that nonmusicians showed
strong periodicities not only at intervals of
30.2 ms but also every 10 ms. This 10 ms
period corresponds to 99 Hz (the lower
tone, G). Thus, it is assumed that the peri-
odicity at 30.2 ms for the nonmusicians is
driven in part by the robust neural phase
locking to the period of the lower tone, G.
Thus, to isolate the periodicity at 30.2 ms,
we calculated the change in periodicity
from 30.2 ms (r1) to 10 ms (r2) using (r1 $
r2)/(r1 % r2). Using this metric, we found a
significant group difference between mu-
sicians and nonmusicians: musicians
showed higher values than nonmusicians
(ANOVA, F ! 6.7, p # 0.05). In addition,
these values were positively correlated
with years of musical training (r ! 0.454,
p # 0.05).

In the autocorrelogram of the response
to the dissonant interval, the two highest
periodicities of both musicians and non-
musicians matched the pattern in the
stimulus autocorrelation: musicians with
54.15 ms (r ! 0.678) and 42.4 ms (r !
0.550) and nonmusicians with 54 ms (r !
0.706) and 42.6 ms (r ! 0.611). Group dif-
ferences were not significant. Autocorrelo-
grams of the two groups are illustrated in

Figure 7A (left, musicians; right, nonmusicians). Here, musicians
also exhibited sharper phase locking to the more dominant pe-
riod of the stimulus, 54.1 ms (t test, p # 0.01; musicians, 0.453;
nonmusicians, 0.647). In addition, the sharpness of the autocor-

Figure 2. Stimulus and response spectra for the consonant (A) and the dissonant (B) intervals. The response spectrum displays
the average of all 26 subjects. The stimulus and response spectral amplitudes are scaled relative to their respective maximum
amplitudes. Parentheses denote combination tones that do not exist in stimuli. f1 denotes the lower tone and f2 denotes the upper
tone of each interval. See also Table 1.

Figure 3. Musicians show heightened responses to the harmonics of the upper tone and sum tones in the consonant interval.A, Grand
average spectra for musicians (red) and nonmusicians (black) for the consonant interval. f1 and f2 denote G and E. B, Amplitudes of
frequencies showing significant group differences. Error bars represent&1 SE. C, Pearson’s correlations (r and p) between amplitudes and
years of musical training. Significant correlations appear in bold. D, Individual amplitudes of the second harmonic of E (top) and f2 % 3f1

(!E f0%G H3) (bottom) as a function of years of musical training for all subjects (n!26) including the amateur group. Filled black circles
represent nonmusicians, open black circles amateur musicians, and red circles represent musicians.

Lee et al. • Selective Subcortical Enhancement in Musicians J. Neurosci., May 6, 2009 • 29(18):5832–5840 • 5835

(Lee et al. 2009)
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Finally, using the representation z = ρeiϕ, we obtain

ż = ρ̇eiϕ + ρiϕ̇eiϕ,

or
ρ̇eiϕ + iρϕ̇eiϕ = ρeiϕ(α + i− ρ2),

which gives the polar form of system (3.6):
{

ρ̇ = ρ(α− ρ2),
ϕ̇ = 1.

(3.8)

Bifurcations of the phase portrait of the system as α passes through zero
can easily be analyzed using the polar form, since the equations for ρ and
ϕ in (3.8) are uncoupled. The first equation (which should obviously be
considered only for ρ ≥ 0) has the equilibrium point ρ = 0 for all values of
α. The equilibrium is linearly stable if α < 0; it remains stable at α = 0
but nonlinearly (so the rate of solution convergence to zero is no longer ex-
ponential); for α > 0 the equilibrium becomes linearly unstable. Moreover,
there is an additional stable equilibrium point ρ0(α) =

√
α for α > 0. The

second equation describes a rotation with constant speed. Thus, by super-
position of the motions defined by the two equations of (3.8), we obtain the
following bifurcation diagram for the original two-dimensional system (3.6)
(see Figure 3.5). The system always has an equilibrium at the origin. This
equilibrium is a stable focus for α < 0 and an unstable focus for α > 0.
At the critical parameter value α = 0 the equilibrium is nonlinearly stable
and topologically equivalent to the focus. Sometimes it is called a weakly
attracting focus. This equilibrium is surrounded for α > 0 by an isolated
closed orbit (limit cycle) that is unique and stable. The cycle is a circle of
radius ρ0(α) =

√
α. All orbits starting outside or inside the cycle except

at the origin tend to the cycle as t → +∞. This is an Andronov-Hopf
bifurcation.

This bifurcation can also be presented in (x, y, α)-space (see Figure 3.6).
The appearing α-family of limit cycles forms a paraboloid surface.

x1

x2 x2

x1

x2

x1

α = 0 α > 0α < 0

FIGURE 3.5. Supercritical Hopf bifurcation.
(Kuznetsov 1998)
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FIGURE 8.7. Bautin bifurcation

and no cycles. Crossing the Hopf bifurcation boundary H− from region
1 to region 2 implies the appearance of a unique and stable limit cycle,
which survives when we enter region 3. Crossing the Hopf boundary H+
creates an extra unstable cycle inside the first one, while the equilibrium
regains its stability. Two cycles of opposite stability exist inside region 3
and disappear at the curve T through a fold bifurcation that leaves a single
stable equilibrium, thus completing the circle.

The case s = 1 in (8.25) can be treated similarly or can be reduced to
the one studied by the transformation (z, β, t) !→ (z̄,−β,−t).

8.3.3 Effect of higher-order terms
Lemma 8.5 The system

ż = (β1 + i)z + β2z|z|2 ± z|z|4 + O(|z|6)

is locally topologically equivalent near the origin to the system

ż = (β1 + i)z + β2z|z|2 ± z|z|4. ✷

The proof of the lemma can be obtained by deriving the Taylor expan-
sion of the Poincaré map for the first system and analyzing its fixed points.
It turns out that the terms of order less than six are independent of O(|z|6)
terms and thus coincide with those for the second system. This means that
the two maps have the same number of fixed points for corresponding pa-
rameter values and that these points undergo similar bifurcations as the

(Kuznetsov 1998)
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by multiple nonlinear transformations is not redundant; informa-
tion is added at every processing stage, and each stage would
contribute to perceptual processing in important, and possibly
unique ways.

While odd-order nonlinearities in the FFR are typically
attributed to the cochlea, the generation site of even-order non-
linearities is far less clear (Bhagat and Champlin, 2004). In our
model of the FFR, the absence of contribution of the cochlea and
the strictly even-order nature of the response are true by defi-
nition. However, it is easy to see how this could be the case in the
human auditory system as well: Every prominent frequency in all
responses can be generated by even-order interaction between

stimulus components (see Fig. 4). The response at 2f1 ! f2, for
instance, is a typical example of a cubic distortion product;
however in this case the frequency 2f1 actually occurs in the
stimuli as the second harmonic of f1. Thus the component at
2f1 ! f2 could be a simple difference tone. If one compares all the
nonlinearities in the response to the frequencies in the stimuli,
the potential quadratic nature of all response frequencies is clear.
As the generation of even-order nonlinearities in scalp-recorded
potentials is much more likely neural, possibly as a result of
envelope-following, than that of odd-order nonlinearities, the
similarity of our model FFR to the actual FFR is perhaps further
explained.

Fig. 4. Model & data comparison. Comparisons of model predictions and auditory brainstem responses of nonmusicians to (A) the consonant interval (99 Hz, 166 Hz) and (B) the
dissonant interval (93 Hz, 166 Hz), and of musicians to (C) the consonant interval and (D) the dissonant interval. The labels above each spectral component refer only to their specific
frequencies as functions of the primaries, and do not necessarily reflect the generating processes of those components (see Discussion).

K.D. Lerud et al. / Hearing Research 308 (2014) 41e4946

(Lerud et al. 2014)
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TONAL ORGANIZATION IN MUSIC 343

this experiment can be compared with that
of Krumhansl and Shepard (1979). Corre-
lations between the 12 different profiles
showed a very similar pattern of probe tone
judgments for the major chord element and
the three cadences in major, IV-V-I, II-V-
I, and VI-V-I. The average correlation be-
tween these (.896, p < .01) indicates a con-
sistent pattern of ratings for these elements.
The profile for the major scale was somewhat
less similar, having an average correlation
of .796 with the other major profiles. Con-
sequently, we will take as the major key pro-
file the average ratings given the 12 probe
tones for the major chord and the three ca-
dences in major. This profile is shown at the
top of Figure 2, where the average probe
tone judgments are plotted with respect to
C major. Of course, the profile for any other
major key would be identical, except shifted
the appropriate number of semitones up or
down. Similarly, the profiles for the minor
chord and the cadences in minor were very
much alike, with an average correlation of
.910 (p < .01). Again, the minor scale profile
was less similar, with an average correlation
of .727 with the others. Thus, the minor key
profile, also shown in Figure 2, is the average
of the profiles for the minor chord and the
minor cadences.

The major and minor key profiles share
a number of features with each other and
also with the scale-completion judgments of
Krumhansl and Shepard (1979). In both key
profiles the tonic, C, received higher ratings
than all the other tones: t(9) = 16.84 for
major, and t(9) = 13.42 for minor, p < .001
for both. In addition, all nontonic scale tones
(using the harmonic form for minor) had
higher average ratings than did nondiatonic
tones: *(9) = 6.05 and 9.23, /?<.001, for
major and minor, respectively. Within the
set of diatonic tones, the components of the
tonic chord, C, E, and G in major and C,
E* (D#), and G in minor, were judged as
fitting more closely with the major and mi-
nor elements than were the other diatonic
tones: *(9) = 16.28 and 9.77, p < .001, for
major and minor, respectively. Thus, the rat-
ings in this study strongly confirmed the hi-
erarchy obtained by Krumhansl and Shep-
ard (1979). This hierarchy was also evident
in the multidimensional scaling solution of
tones judged in a major scale context

MAJOR KEY PROFILE

I I I I I I I I
C C" D D« E F F« G G1 A A( B

PROBE TONE

Figure 2. The obtained major and minor key profiles
from the first experiment. (The profile for the major key
[upper graph] is the average rating given each of the
12 tones of the chromatic scale following a major chord
and the three cadences [IV-V-I, II-V-I, and VI-V-I]
in a major key. The minor key profile [lower graph] is
averaged over the minor chord and the three cadences
in minor. The profiles are shown with respect to C major
and minor, respectively.)

(Krumhansl, 1979) and is entirely consistent
with the qualitative predictions of music
theory.

Interkey distance. We next used the ma-
jor and minor key profiles, which have been
shown to be extremely reliable and inter-
pretable, as an indirect measure of interkey
distance. The correlations between the pro-
files, shifted to the appropriate tonics, are
taken as a measure of this distance. To il-
lustrate this process, Figure 3 shows the pro-
file for C major superimposed on the profile
for A minor (the C minor profile shifted
down three half steps or equivalently up nine
half steps). The ratings of the two profiles
were then correlated. These two particular
profiles were quite similar, giving a high cor-
relation, as would be expected for a major
key and its relative minor. This same pro-
cedure was applied to all major-major, ma-

(Krumhansl a Kessler 1982)
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This produced rating profiles for the 10 rags,
which are plotted in Figure 5, averaged over
all 16 subjects. The profiles for Indian and
Western listeners were quite similar; for in-
dividual rags, the intergroup correlations av-
eraged .871 and were significant (p < .01) for
each of the 10 rags. Consequently, the profiles
shown in Figure 5 are those for the two groups
combined. Differences between the two groups
are described later.

Tonal hierarchies. A number of statistical
tests were performed to determine whether the
ratings from the experiment conformed to the
predicted tonal hierarchy. The series of tests
can best be described with respect to Figure
6, where each branch corresponds to a test
performed. The figure shows the average rating
given to the tones in each of the following sets:
non-mat tones, that tones, Sa (C), Pa (G), vadi,

samvadi, and the remaining tHat tones. In these
analyses, the ratings given to the tones in each
set were computed for each subject, averaged
over the 10 rag contexts. The first test com-
pared the ratings for that and non-that tones,
finding a significant preference for that over
non-that tones, f(l, 15) = 129.16, p < .01.
The non-that tones were then eliminated, and
the next analysis compared Sa (C) with the
other that tones, showing a preference for Sa
(C), the tonic, over the other that tones, F(\,
15) = 39.30, p < .01. Sa (C) was then elim-
inated and the next test showed a significant
preference for Pa (G) over the remaining that
tones, F(l, 15) = 42.97, p < .01. After Pa (G)
was eliminated, the next analysis showed a
significant preference for the vadi over the re-
maining tones, F(l, 15) = 18.41, p < .01.
However, once the vadi was eliminated, no
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Figure 5. The obtained rating profiles for 10 rags. (Each profile consists of the ratings, averaged over 16
subjects, given to the 12 chromatic scale tones in the context of each of the rags.)

(Castellano,
Bharucha a
Krumhansl 1984)
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Fig. 12. Results for the pelog 1, 2, and 3 contexts for the Western and Kokar groups. There 
is a close similarity between the responses for these two groups. 
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Fig. 13. Results for the slendro 1 and 2 contexts for the Western and Kokar groups. The 
Kokar group, but not the Western group, consistently rates the important gong tone higher 
than the other tones of the slendro scale. 
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Figure 2. The obtained major and minor key profiles
from the first experiment. (The profile for the major key
[upper graph] is the average rating given each of the
12 tones of the chromatic scale following a major chord
and the three cadences [IV-V-I, II-V-I, and VI-V-I]
in a major key. The minor key profile [lower graph] is
averaged over the minor chord and the three cadences
in minor. The profiles are shown with respect to C major
and minor, respectively.)

(Krumhansl, 1979) and is entirely consistent
with the qualitative predictions of music
theory.

Interkey distance. We next used the ma-
jor and minor key profiles, which have been
shown to be extremely reliable and inter-
pretable, as an indirect measure of interkey
distance. The correlations between the pro-
files, shifted to the appropriate tonics, are
taken as a measure of this distance. To il-
lustrate this process, Figure 3 shows the pro-
file for C major superimposed on the profile
for A minor (the C minor profile shifted
down three half steps or equivalently up nine
half steps). The ratings of the two profiles
were then correlated. These two particular
profiles were quite similar, giving a high cor-
relation, as would be expected for a major
key and its relative minor. This same pro-
cedure was applied to all major-major, ma-

(Krumhansl a Kessler 1982)
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This produced rating profiles for the 10 rags,
which are plotted in Figure 5, averaged over
all 16 subjects. The profiles for Indian and
Western listeners were quite similar; for in-
dividual rags, the intergroup correlations av-
eraged .871 and were significant (p < .01) for
each of the 10 rags. Consequently, the profiles
shown in Figure 5 are those for the two groups
combined. Differences between the two groups
are described later.

Tonal hierarchies. A number of statistical
tests were performed to determine whether the
ratings from the experiment conformed to the
predicted tonal hierarchy. The series of tests
can best be described with respect to Figure
6, where each branch corresponds to a test
performed. The figure shows the average rating
given to the tones in each of the following sets:
non-mat tones, that tones, Sa (C), Pa (G), vadi,

samvadi, and the remaining tHat tones. In these
analyses, the ratings given to the tones in each
set were computed for each subject, averaged
over the 10 rag contexts. The first test com-
pared the ratings for that and non-that tones,
finding a significant preference for that over
non-that tones, f(l, 15) = 129.16, p < .01.
The non-that tones were then eliminated, and
the next analysis compared Sa (C) with the
other that tones, showing a preference for Sa
(C), the tonic, over the other that tones, F(\,
15) = 39.30, p < .01. Sa (C) was then elim-
inated and the next test showed a significant
preference for Pa (G) over the remaining that
tones, F(l, 15) = 42.97, p < .01. After Pa (G)
was eliminated, the next analysis showed a
significant preference for the vadi over the re-
maining tones, F(l, 15) = 18.41, p < .01.
However, once the vadi was eliminated, no
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Fig. 13. Results for the slendro 1 and 2 contexts for the Western and Kokar groups. The 
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tween these (.896, p < .01) indicates a con-
sistent pattern of ratings for these elements.
The profile for the major scale was somewhat
less similar, having an average correlation
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(Krumhansl, 1979) and is entirely consistent
with the qualitative predictions of music
theory.
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shown to be extremely reliable and inter-
pretable, as an indirect measure of interkey
distance. The correlations between the pro-
files, shifted to the appropriate tonics, are
taken as a measure of this distance. To il-
lustrate this process, Figure 3 shows the pro-
file for C major superimposed on the profile
for A minor (the C minor profile shifted
down three half steps or equivalently up nine
half steps). The ratings of the two profiles
were then correlated. These two particular
profiles were quite similar, giving a high cor-
relation, as would be expected for a major
key and its relative minor. This same pro-
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than the other tones of the slendro scale. 

This content downloaded from 128.97.27.21 on Tue, 12 May 2015 23:04:34 UTC
All use subject to JSTOR Terms and Conditions

(Kessler, Hansen a
Shepard 1984)

21



1
f
dz
dt

= z
(
a+ b|z|2 + dε|z|4

1− ε|z|2

)
+
∑
k>0

√
ε
|k|−1

(
z̄ x x̄

)k

z ≡ reıθ, 1
f
dz
dt

= eıθ
(
1
f
dr
dt + ır 1

f
dθ
dt

)
, x ≡ ρeıθ

22



1
f
dz
dt

= z
(
a+ b|z|2 + dε|z|4

1− ε|z|2

)
+
∑
k>0

√
ε
|k|−1

(
z̄ x x̄

)k

z ≡ reıθ, 1
f
dz
dt

= eıθ
(
1
f
dr
dt + ır 1

f
dθ
dt

)
, x ≡ ρeıθ

22



eıθ
(
1
f
dr
dt + ır 1

f
dθ
dt

)
=

reıθ
(
α+ ıω + (β1 + ıδ1) r2 + (β2 + ıδ2)

εr4

1− εr2

)
+

∑
k>0

√
ε
|k|−1

(
r ρ ρ

)k
e
ık·
(
−θ θ −θ

)

1
f
dθ
dt

23



eıθ
(
1
f
dr
dt + ır 1

f
dθ
dt

)
=

reıθ
(
α+ ıω + (β1 + ıδ1) r2 + (β2 + ıδ2)

εr4

1− εr2

)
+

∑
k>0

√
ε
|k|−1

(
r ρ ρ

)k
e
ık·
(
−θ θ −θ

)

1
f
dθ
dt

23



1
f
dθ
dt =ω + δ1r2 + δ2

εr4

1− εr2
+

1
r
∑
k>0

√
ε
|k|−1

(
r ρ ρ

)k
=

e
ı

(
k·
(
−θ θ −θ

)
−θ

)

=ω + δ1r2 + δ2
εr4

1− εr2
+

1
r
∑
k>0

√
ε
|k|−1

(
r ρ ρ

)k
sin
(
k ·
(
−θ θ −θ

)
− θ

)

f ≡ 1, δ1 ≡ δ2 ≡ 0,
(
r ρ ρ

)k
7→ c, θ1 ↔ θ2

24



1
f
dθ
dt =ω + δ1r2 + δ2

εr4

1− εr2
+

1
r
∑
k>0

√
ε
|k|−1

(
r ρ ρ

)k
=

e
ı

(
k·
(
−θ θ −θ

)
−θ

)
=ω + δ1r2 + δ2

εr4

1− εr2
+

1
r
∑
k>0

√
ε
|k|−1

(
r ρ ρ

)k
sin
(
k ·
(
−θ θ −θ

)
− θ

)

f ≡ 1, δ1 ≡ δ2 ≡ 0,
(
r ρ ρ

)k
7→ c, θ1 ↔ θ2

24



1
f
dθ
dt =ω + δ1r2 + δ2

εr4

1− εr2
+

1
r
∑
k>0

√
ε
|k|−1

(
r ρ ρ

)k
=

e
ı

(
k·
(
−θ θ −θ

)
−θ

)
=ω + δ1r2 + δ2

εr4

1− εr2
+

1
r
∑
k>0

√
ε
|k|−1

(
r ρ ρ

)k
sin
(
k ·
(
−θ θ −θ

)
− θ

)

f ≡ 1, δ1 ≡ δ2 ≡ 0,
(
r ρ ρ

)k
7→ c, θ1 ↔ θ2

24



dθ1
dt = ω1 +

∑
k>0

√
ε
|k|−1c sin

(
k ·
(
−θ1 θ2 −θ2

)
− θ1

)
dθ2
dt = ω2 +

∑
k>0

√
ε
|k|−1c sin

(
k ·
(
−θ2 θ1 −θ1

)
− θ2

)

k 7→
(
(m− 1) k 0

)
,
(
(k− 1) m 0

)

25



dθ1
dt = ω1 +

∑
k>0

√
ε
|k|−1c sin

(
k ·
(
−θ1 θ2 −θ2

)
− θ1

)
dθ2
dt = ω2 +

∑
k>0

√
ε
|k|−1c sin

(
k ·
(
−θ2 θ1 −θ1

)
− θ2

)

k 7→
(
(m− 1) k 0

)
,
(
(k− 1) m 0

)

25



dθ1
dt = ω1 +

√
ε
k+m−2c sin (kθ2 −mθ1)

dθ2
dt = ω2 +

√
ε
m+k−2c sin (mθ1 − kθ2)

202 E.W. Large
 

 

1 1.2 1.4 1.6 1.8 2

9:58:57:56:5 7:45:4 5:34:3 3:2 2:11:1

ω i / ω 0

16:15 17:12 16:9 15:89:8 8:56:5 5:4 5:34:3 3:2 2:11:1

c
c

A)

B)

C CD E F G A B

pitch class (ET frequencies)   

Fig. 4 Resonance regions. A) Bifurcation diagram showing natural resonances in a gradient 
frequency nonlinear oscillator array as a function of connection strength, c , and frequency 
ratio ω i /ω0. An infinite number of resonances are possible on this interval; the analysis 
considered the unison (1:1), the octave (2:1) and the twenty-five most stable resonances in 
between. B) Bifurcation diagram for a nonlinear oscillator network with internal 
connectivity reflecting an equal tempered chromatic scale. Internal connectivity can be 
learned via a Hebbian rule given passive exposure to melodies. Resonance regions whose 
center frequencies match ET ratios closely enough are predicted to be learned.  

is coupling strength, a parameter that would be learned, and ε is the degree of 
nonlinearity in the coupling. This bifurcation analysis (Figure 4) assumes ε =1 
(maximal nonlinearity) and plots resonance regions as a function of coupling 
strength on the vertical axis and relative frequency, ω i /ω0, on the horizontal axis. 
The phase equations (9) were used to derive the boundaries of the resonance 
regions, or Arnold tongues according to 

k
m

± c
m + k
mk

. 

The analysis varied oscillator frequency and coupling strength, assuming equal 
stimulation to each oscillator at a fixed frequency (the tonic, ω0). The result 
depicts the long-term stability of various resonances in the network, displayed as a 
bifurcation diagram called Arnold tongues (Figure 4A). It predicts how different 
pools of neural oscillators will respond by showing the boundaries of resonance 

(Large 2010)
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Fig. 6 Comparison of theoretical stability predictions and human judgments of perceived 
stability for two Western modes. A) C major, B) C minor. 

stability analysis, frequency ratios were fixed according to the previous analysis of 
learning (Figure 4B). It was further assumed that all the non-zero c  were equal, 
effectively eliminating one free parameter (although in principle, the coupling 
strength, c , could be different for each resonance as a result of learning). Relative 
stability of each resonance was predicted by 2/)1( −+mkε , where k and m are the  
numerator and denominator of the frequency ratio, respectively, and 0 ≤ ε ≤ 1  is  
a parameter that controls nonlinear gain (Hoppensteadt & Izhikevich, 1997). The 
analysis assumed that each tone listeners heard as part of the context sequence was 
stabilized in the network, and those that were not heard were not stabilized. This 
assumption reflects the behavior of the network simulated in the previous analysis. 
Thus, each context tone received a stability value of 

2/)1( −+mkε , and those that did 
not occur in the context sequence received a stability value of 0. For major and 
minor Western modes, the parameter ε was chosen to maximize the correlation 
( r2 , different from oscillator amplitude, r, used previously) with the stability 
ratings of listeners. This provides a single parameter fit to the perceptual data on 
stability, shown in Figure 6. 

Predicted stability matched the perceptual judgments well (C major: r2 = .95,  
p < .0001, ε = 0.78 ; C minor: r2 = .77, p < .001, ε = 0.85), as shown in Figure 6. In 
other words, the theoretical stability of higher-order resonances of nonlinear 
oscillators predicts empirically measured tonal stability for major and minor tonal 
contexts. This result is significant because it does not depend on the statistics of 
tone sequences, but instead it predicts the statistics of tone sequences, which are 
known to be highly correlated with stability judgments (Krumhansl, 1990).  

5   Discussion 

While the properties of nonlinear resonance predict the main perceptual features 
of tonality well, this theory makes two additional significant predictions: 1) that 
nonlinear resonance should be found in the human auditory system and 2) that 
animals with auditory systems similar to humans may be sensitive to tonal 
relationships. Recently, evidence has been found in support of both predictions.   

Helmholtz (1863) described the cochlea as a time-frequency analysis 
mechanism that decomposes sounds into orthogonal frequency bands for further 
analysis by the central auditory nervous system. Von Bekesey (1960) observed 
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learning (Figure 4B). It was further assumed that all the non-zero c  were equal, 
effectively eliminating one free parameter (although in principle, the coupling 
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( r2 , different from oscillator amplitude, r, used previously) with the stability 
ratings of listeners. This provides a single parameter fit to the perceptual data on 
stability, shown in Figure 6. 

Predicted stability matched the perceptual judgments well (C major: r2 = .95,  
p < .0001, ε = 0.78 ; C minor: r2 = .77, p < .001, ε = 0.85), as shown in Figure 6. In 
other words, the theoretical stability of higher-order resonances of nonlinear 
oscillators predicts empirically measured tonal stability for major and minor tonal 
contexts. This result is significant because it does not depend on the statistics of 
tone sequences, but instead it predicts the statistics of tone sequences, which are 
known to be highly correlated with stability judgments (Krumhansl, 1990).  

5   Discussion 

While the properties of nonlinear resonance predict the main perceptual features 
of tonality well, this theory makes two additional significant predictions: 1) that 
nonlinear resonance should be found in the human auditory system and 2) that 
animals with auditory systems similar to humans may be sensitive to tonal 
relationships. Recently, evidence has been found in support of both predictions.   

Helmholtz (1863) described the cochlea as a time-frequency analysis 
mechanism that decomposes sounds into orthogonal frequency bands for further 
analysis by the central auditory nervous system. Von Bekesey (1960) observed 

(Large 2010)

p < .01, but were lower than those for the Indian data,
t(9)¼ 2.60, p¼ .01. We then computed the correlations
between the Western data and the durations of the
tones in each rāga. For the Western listeners, these cor-
relations, mean r2(11) ¼ .80, min ¼ .72, max ¼ .88, all
p < .01, were not significantly different from the corre-
lations with the model (p ¼ .17). Finally, we compared
the Indian and Western listeners’ correlations between
their ratings and tone durations. These were not signif-
icantly different from one another (p ¼ .32). Thus, for
the Indian listeners the model outperformed the dura-
tions, but not for the Western listeners, and both groups
were equal in the extent to which their data matched the
durations.

Next, the listener judgments were combined into
a single variable (10 rāgas " 12 tones) for step-wise
regression analyses that included a wide range of factors
that might be expected to generalize across cultures. The

factors considered were: predictions of the neurody-
namic model (Equation 2), tone durations, harmonicity
([k þ m – 1]/[km], see Gill & Purves, 2009), resonance
region widths (Shapira Lots & Stone, 2008), and six
measures of consonance (Krumhansl, 1990, p. 57, Table
3.1). For the neurodynamic model, the parameter ! was
fit to the average of the Indian and Western data for
each rāga separately (see Method).

Because the stability ratings of Indian and Western
listeners were highly correlated, the first regression
analysis was performed to determine which variables
could account for the grand average ratings. Table 2
(top) shows the results. The neurodynamic model
entered at step 1 and accounted for a highly significant
amount of the variance for all rāgas taken together,
R2 (119) ¼ .79, p < .0001, as well as separately. Dura-
tion came in at step 2 with both dynamics and duration
contributing significantly (at p < .0001) to fitting the
averaged data, R2 (118) ¼ .84, p < .0001, suggesting
a combination of intrinsic dynamics and tone duration
accounts well for these patterns. Of the remaining vari-
ables, the width of the resonance region (Shapira Lots
& Stone, 2008) was the only one to contribute signif-
icantly (at p ¼ .04) to the fit of the data. Because the
contribution is relatively modest and the resonance
region model is closely related to the neurodynamic
model conceptually, we did not consider it in the next
analysis.

We then asked whether culturally specific variables
might explain the remaining differences between the
Indian and Western participants (bottom Table 2). We
considered several variables, including thāt (scale)
membership, drone, the vādi and samvādi, which are
tones emphasized in the individual rāga, that might be
more salient for the Indian listeners, and the tone
profiles of several major and minor keys related to C
major and C minor that might be more salient for the
Western listeners. For the Indian data, two of these
made highly significant contributions over and above
the neurodynamic model and tone duration: whether
the tone was in the drone (p ¼ .0002; the p-values
given are those when the variable was first added
to the model) and whether the tone was in the thāt
(p < .0001). The former shows an appreciation of the
central role of the drone in anchoring melodies in
the style; the latter reflects the concept of scale mem-
bership. For the Western data, two factors made sig-
nificant contributions: the tone profiles of C minor
(p ¼ .005) and G major (p ¼ .03), which reflect the
Western concept of major and minor scales. The fit of
the full regression models to the respective data is
shown in Figures 4 and 5.

FIGURE 3. The fit of the neurodynamic model predictions and the
duration statistics to the average data. Shown in the figure are the
tone profiles for 10 North Indian rāgas averaged across Indian and
Western listeners (circles), the predictions of stability (Equation 2) for
each rāga, based on an analysis of mode-locking dynamics (dots) along
with the ! value for the maximum correlation, and the predictions based
on the relative durations of tones (triangles).
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Fig. 6 Comparison of theoretical stability predictions and human judgments of perceived 
stability for two Western modes. A) C major, B) C minor. 

stability analysis, frequency ratios were fixed according to the previous analysis of 
learning (Figure 4B). It was further assumed that all the non-zero c  were equal, 
effectively eliminating one free parameter (although in principle, the coupling 
strength, c , could be different for each resonance as a result of learning). Relative 
stability of each resonance was predicted by 2/)1( −+mkε , where k and m are the  
numerator and denominator of the frequency ratio, respectively, and 0 ≤ ε ≤ 1  is  
a parameter that controls nonlinear gain (Hoppensteadt & Izhikevich, 1997). The 
analysis assumed that each tone listeners heard as part of the context sequence was 
stabilized in the network, and those that were not heard were not stabilized. This 
assumption reflects the behavior of the network simulated in the previous analysis. 
Thus, each context tone received a stability value of 

2/)1( −+mkε , and those that did 
not occur in the context sequence received a stability value of 0. For major and 
minor Western modes, the parameter ε was chosen to maximize the correlation 
( r2 , different from oscillator amplitude, r, used previously) with the stability 
ratings of listeners. This provides a single parameter fit to the perceptual data on 
stability, shown in Figure 6. 

Predicted stability matched the perceptual judgments well (C major: r2 = .95,  
p < .0001, ε = 0.78 ; C minor: r2 = .77, p < .001, ε = 0.85), as shown in Figure 6. In 
other words, the theoretical stability of higher-order resonances of nonlinear 
oscillators predicts empirically measured tonal stability for major and minor tonal 
contexts. This result is significant because it does not depend on the statistics of 
tone sequences, but instead it predicts the statistics of tone sequences, which are 
known to be highly correlated with stability judgments (Krumhansl, 1990).  

5   Discussion 

While the properties of nonlinear resonance predict the main perceptual features 
of tonality well, this theory makes two additional significant predictions: 1) that 
nonlinear resonance should be found in the human auditory system and 2) that 
animals with auditory systems similar to humans may be sensitive to tonal 
relationships. Recently, evidence has been found in support of both predictions.   

Helmholtz (1863) described the cochlea as a time-frequency analysis 
mechanism that decomposes sounds into orthogonal frequency bands for further 
analysis by the central auditory nervous system. Von Bekesey (1960) observed 

A Dynamical Systems Approach to Musical Tonality 207
 

C C# D D# E F F# G G# A A# B

2

4

6

C Major

st
ab

ilit
y

r2=0.95
ε =0.78

C C# D D# E F F# G G# A A# B

2

4

6

C Minor

st
ab

ilit
y

r2=0.77
ε =0.85

A) B)

 

Fig. 6 Comparison of theoretical stability predictions and human judgments of perceived 
stability for two Western modes. A) C major, B) C minor. 

stability analysis, frequency ratios were fixed according to the previous analysis of 
learning (Figure 4B). It was further assumed that all the non-zero c  were equal, 
effectively eliminating one free parameter (although in principle, the coupling 
strength, c , could be different for each resonance as a result of learning). Relative 
stability of each resonance was predicted by 2/)1( −+mkε , where k and m are the  
numerator and denominator of the frequency ratio, respectively, and 0 ≤ ε ≤ 1  is  
a parameter that controls nonlinear gain (Hoppensteadt & Izhikevich, 1997). The 
analysis assumed that each tone listeners heard as part of the context sequence was 
stabilized in the network, and those that were not heard were not stabilized. This 
assumption reflects the behavior of the network simulated in the previous analysis. 
Thus, each context tone received a stability value of 

2/)1( −+mkε , and those that did 
not occur in the context sequence received a stability value of 0. For major and 
minor Western modes, the parameter ε was chosen to maximize the correlation 
( r2 , different from oscillator amplitude, r, used previously) with the stability 
ratings of listeners. This provides a single parameter fit to the perceptual data on 
stability, shown in Figure 6. 

Predicted stability matched the perceptual judgments well (C major: r2 = .95,  
p < .0001, ε = 0.78 ; C minor: r2 = .77, p < .001, ε = 0.85), as shown in Figure 6. In 
other words, the theoretical stability of higher-order resonances of nonlinear 
oscillators predicts empirically measured tonal stability for major and minor tonal 
contexts. This result is significant because it does not depend on the statistics of 
tone sequences, but instead it predicts the statistics of tone sequences, which are 
known to be highly correlated with stability judgments (Krumhansl, 1990).  

5   Discussion 

While the properties of nonlinear resonance predict the main perceptual features 
of tonality well, this theory makes two additional significant predictions: 1) that 
nonlinear resonance should be found in the human auditory system and 2) that 
animals with auditory systems similar to humans may be sensitive to tonal 
relationships. Recently, evidence has been found in support of both predictions.   

Helmholtz (1863) described the cochlea as a time-frequency analysis 
mechanism that decomposes sounds into orthogonal frequency bands for further 
analysis by the central auditory nervous system. Von Bekesey (1960) observed 

(Large 2010)

p < .01, but were lower than those for the Indian data,
t(9)¼ 2.60, p¼ .01. We then computed the correlations
between the Western data and the durations of the
tones in each rāga. For the Western listeners, these cor-
relations, mean r2(11) ¼ .80, min ¼ .72, max ¼ .88, all
p < .01, were not significantly different from the corre-
lations with the model (p ¼ .17). Finally, we compared
the Indian and Western listeners’ correlations between
their ratings and tone durations. These were not signif-
icantly different from one another (p ¼ .32). Thus, for
the Indian listeners the model outperformed the dura-
tions, but not for the Western listeners, and both groups
were equal in the extent to which their data matched the
durations.

Next, the listener judgments were combined into
a single variable (10 rāgas " 12 tones) for step-wise
regression analyses that included a wide range of factors
that might be expected to generalize across cultures. The

factors considered were: predictions of the neurody-
namic model (Equation 2), tone durations, harmonicity
([k þ m – 1]/[km], see Gill & Purves, 2009), resonance
region widths (Shapira Lots & Stone, 2008), and six
measures of consonance (Krumhansl, 1990, p. 57, Table
3.1). For the neurodynamic model, the parameter ! was
fit to the average of the Indian and Western data for
each rāga separately (see Method).

Because the stability ratings of Indian and Western
listeners were highly correlated, the first regression
analysis was performed to determine which variables
could account for the grand average ratings. Table 2
(top) shows the results. The neurodynamic model
entered at step 1 and accounted for a highly significant
amount of the variance for all rāgas taken together,
R2 (119) ¼ .79, p < .0001, as well as separately. Dura-
tion came in at step 2 with both dynamics and duration
contributing significantly (at p < .0001) to fitting the
averaged data, R2 (118) ¼ .84, p < .0001, suggesting
a combination of intrinsic dynamics and tone duration
accounts well for these patterns. Of the remaining vari-
ables, the width of the resonance region (Shapira Lots
& Stone, 2008) was the only one to contribute signif-
icantly (at p ¼ .04) to the fit of the data. Because the
contribution is relatively modest and the resonance
region model is closely related to the neurodynamic
model conceptually, we did not consider it in the next
analysis.

We then asked whether culturally specific variables
might explain the remaining differences between the
Indian and Western participants (bottom Table 2). We
considered several variables, including thāt (scale)
membership, drone, the vādi and samvādi, which are
tones emphasized in the individual rāga, that might be
more salient for the Indian listeners, and the tone
profiles of several major and minor keys related to C
major and C minor that might be more salient for the
Western listeners. For the Indian data, two of these
made highly significant contributions over and above
the neurodynamic model and tone duration: whether
the tone was in the drone (p ¼ .0002; the p-values
given are those when the variable was first added
to the model) and whether the tone was in the thāt
(p < .0001). The former shows an appreciation of the
central role of the drone in anchoring melodies in
the style; the latter reflects the concept of scale mem-
bership. For the Western data, two factors made sig-
nificant contributions: the tone profiles of C minor
(p ¼ .005) and G major (p ¼ .03), which reflect the
Western concept of major and minor scales. The fit of
the full regression models to the respective data is
shown in Figures 4 and 5.

FIGURE 3. The fit of the neurodynamic model predictions and the
duration statistics to the average data. Shown in the figure are the
tone profiles for 10 North Indian rāgas averaged across Indian and
Western listeners (circles), the predictions of stability (Equation 2) for
each rāga, based on an analysis of mode-locking dynamics (dots) along
with the ! value for the maximum correlation, and the predictions based
on the relative durations of tones (triangles).
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is not periodic unless the vector of frequencies 0 is proportional to a vector 
of integers. The averaging theory is well developed for such quasi-periodic 
functions. It provides a time-dependent near-identity change of variables 

¢ = cp + Eh(cp, t) 

that transforms (9.22) to 

where llT g( cp) = lim -T g(Ot + cp, 0) dt 
T->oo 0 

is the "average" of g. Since 9 is a quasi-periodic function, this limit exists, 
and the function g is well defined. Its form depends crucially on the vector 
of frequencies o. It should be stressed that the full system (9.22) and the 
averaged system have distinct solutions (see Figure 9.7 for an illustration), 
which may diverge from each other even when they have identical initial 

\ 
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Figure 9.7. Numerical simulation of = E(cost - tP) and the averaged system 
cj; = -E!.p for E = 0.05). 

states. Averaging theory guarantees their closeness on time scale 1/ E and 
even on the infinite time scale if additional requirements are imposed. 

9.3.1 Averaging Theory 

In this section we give a short exposition of the averaging theory that we 
use here. Even though we assume that ¢ E ']['n, the theory is valid if we 
substitute ']['n by any compact subset of jRn. 

There is an intimate relationship between averaging and normal form 
theories (Arnold 1982, Sanders and Verhulst 1985). Both theories employ 
a change of variables that simplifies the right-hand side of a dynamical 
system. The normal form theory provides a change of variables that removes 
nonresonant monomials. Averaging theory provides a change of variables 
that removes time-dependent terms, which are in some sense nonresonant 
too. 

(Hoppensteadt a Izhikevich 1997)
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Figure 2: graph representation as adjacency matrix 

represented by a graph, and all additions and subtractions can be performed by following 
labelled edges. This method speeds up the completion procedure. But surprisingly, the 
formulation of computations as a graph problem yields a new very fast algorithm which 
no longer is a completion procedure. 

The graph represenialion G(a, b, c) of an inhomogeneous linear diophantine equation 
(1) is a labelled digraph with set of nodes 

{ d E Z  [ -ma~(b ,c )  < d <  maxa} 

and set of labelled edges 

{d24  d + a ~ [ d <  0, i _ < m } O { d ~ d - b j  [ d > O , j  <_n} . 

Recall that for a computation (Pl,.. . ,PIl~Ii-l,s), the defect of any proposal pi is a 
node of this graph. An edge d -% d+ ai corresponds to incrementing a proposal (~_, ~7) at 

4i, an edge d ~ d -  bj to incrementing ~?j. For example, the equation with a = (1, 4), 
b = (2, 3), c = 4 has a graph representation given in Figure 2. 

Simi]iar to the description of minimal solutions as computations (Section 2) we now 
want to state a correspondence between solutions and walks in G(a ,~  c). Equivalent to 
the greatest computation for a given minimal solution s is a monotone walk in G(a, ~ c): 

is monotone if the conditions 

d k < 0  anddk, < O ~ ik < i~, 
d~ > 0  anddk, > 0 ~ j k  <j~,  

hold for all 1 _< k < k' _< l. t~oughly speaking, a monotone walk first follows edges with 
a lower labelling. In the graph given by Figure 2 both 

O~2~4.~h2b_~_122~3b_~2 0 

(Clausen a Fortenbacher 1989)

33



(
1 4

)
·
(
ξ1 ξ2

)
−
(
2 3

)
·
(
η1 η2

)
= 4(

a1 a2
)
·
(
ξ1 ξ2

)
−
(
b1 b2

)
·
(
η1 η2

)
= c

208 M. Clauscn and A. Fortenbacher 

[ I I -4 ,1 -3 ] -2 ,1 - I I~  12 13 I 4 I 
4 
3 
2 
1- 
0 
-1 
-2 
-3 
-4 

b2 
b2 bl 

b2 
b2 bl 
b~ 

a l  

a] 

a l  a2 
al a2 

bl 

a2 

a2 

Figure 2: graph representation as adjacency matrix 

represented by a graph, and all additions and subtractions can be performed by following 
labelled edges. This method speeds up the completion procedure. But surprisingly, the 
formulation of computations as a graph problem yields a new very fast algorithm which 
no longer is a completion procedure. 

The graph represenialion G(a, b, c) of an inhomogeneous linear diophantine equation 
(1) is a labelled digraph with set of nodes 

{ d E Z  [ -ma~(b ,c )  < d <  maxa} 

and set of labelled edges 

{d24  d + a ~ [ d <  0, i _ < m } O { d ~ d - b j  [ d > O , j  <_n} . 

Recall that for a computation (Pl,.. . ,PIl~Ii-l,s), the defect of any proposal pi is a 
node of this graph. An edge d -% d+ ai corresponds to incrementing a proposal (~_, ~7) at 

4i, an edge d ~ d -  bj to incrementing ~?j. For example, the equation with a = (1, 4), 
b = (2, 3), c = 4 has a graph representation given in Figure 2. 

Simi]iar to the description of minimal solutions as computations (Section 2) we now 
want to state a correspondence between solutions and walks in G(a ,~  c). Equivalent to 
the greatest computation for a given minimal solution s is a monotone walk in G(a, ~ c): 

is monotone if the conditions 

d k < 0  anddk, < O ~ ik < i~, 
d~ > 0  anddk, > 0 ~ j k  <j~,  

hold for all 1 _< k < k' _< l. t~oughly speaking, a monotone walk first follows edges with 
a lower labelling. In the graph given by Figure 2 both 

O~2~4.~h2b_~_122~3b_~2 0 

(Clausen a Fortenbacher 1989)

33



(
1 4

)
·
(
ξ1 ξ2

)
−
(
2 3

)
·
(
η1 η2

)
= 4(

a1 a2
)
·
(
ξ1 ξ2

)
−
(
b1 b2

)
·
(
η1 η2

)
= c

208 M. Clauscn and A. Fortenbacher 

[ I I -4 ,1 -3 ] -2 ,1 - I I~  12 13 I 4 I 
4 
3 
2 
1- 
0 
-1 
-2 
-3 
-4 

b2 
b2 bl 

b2 
b2 bl 
b~ 

a l  

a] 

a l  a2 
al a2 

bl 

a2 

a2 

Figure 2: graph representation as adjacency matrix 

represented by a graph, and all additions and subtractions can be performed by following 
labelled edges. This method speeds up the completion procedure. But surprisingly, the 
formulation of computations as a graph problem yields a new very fast algorithm which 
no longer is a completion procedure. 

The graph represenialion G(a, b, c) of an inhomogeneous linear diophantine equation 
(1) is a labelled digraph with set of nodes 

{ d E Z  [ -ma~(b ,c )  < d <  maxa} 

and set of labelled edges 

{d24  d + a ~ [ d <  0, i _ < m } O { d ~ d - b j  [ d > O , j  <_n} . 

Recall that for a computation (Pl,.. . ,PIl~Ii-l,s), the defect of any proposal pi is a 
node of this graph. An edge d -% d+ ai corresponds to incrementing a proposal (~_, ~7) at 

4i, an edge d ~ d -  bj to incrementing ~?j. For example, the equation with a = (1, 4), 
b = (2, 3), c = 4 has a graph representation given in Figure 2. 

Simi]iar to the description of minimal solutions as computations (Section 2) we now 
want to state a correspondence between solutions and walks in G(a ,~  c). Equivalent to 
the greatest computation for a given minimal solution s is a monotone walk in G(a, ~ c): 

is monotone if the conditions 

d k < 0  anddk, < O ~ ik < i~, 
d~ > 0  anddk, > 0 ~ j k  <j~,  

hold for all 1 _< k < k' _< l. t~oughly speaking, a monotone walk first follows edges with 
a lower labelling. In the graph given by Figure 2 both 

O~2~4.~h2b_~_122~3b_~2 0 

(Clausen a Fortenbacher 1989) 33



dϕ
dτ

≈ ∆+
1+ δ0
r

∑
k∈M

√
ε
|k|−1

(
r ρ ρ

)k
sin
(
k ·
(
−ϕ ϕ −ϕ

)
− ϕ

)

δ1 ≡ δ2 ≡ 0, r ≡ ρi ≡
√
γ

34



dϕ
dτ

≈ ∆+
1+ δ0
r

∑
k∈M

√
ε
|k|−1

(
r ρ ρ

)k
sin
(
k ·
(
−ϕ ϕ −ϕ

)
− ϕ

)

δ1 ≡ δ2 ≡ 0, r ≡ ρi ≡
√
γ

34



dϕ
dτ

= δ0ω+(1+ δ0)
∑
k∈M

√
ε
|k|−1√

γ|k|−1 sin
(
k ·
(
−ϕ ϕ −ϕ

)
− ϕ

)

εγ 7→ ε

35



dϕ
dτ

= δ0ω+(1+ δ0)
∑
k∈M

√
ε
|k|−1√

γ|k|−1 sin
(
k ·
(
−ϕ ϕ −ϕ

)
− ϕ

)

εγ 7→ ε

35



dϕ
dτ

= δ0ω + (1+ δ0)
∑
k∈M

√
ε
|k|−1 sin

(
k ·
(
−ϕ ϕ −ϕ

)
− ϕ

)

(Jensen, Bak a Bohr 1983)

36



dϕ
dτ

= δ0ω + (1+ δ0)
∑
k∈M

√
ε
|k|−1 sin

(
k ·
(
−ϕ ϕ −ϕ

)
− ϕ

)

(Jensen, Bak a Bohr 1983) 36



120 E.W. Large

�� ���� ��
� ���� ���� ��

������������������� ��
����
� ���	�
��	� 	���� ����������

f����f�

c

Fig. 2. Bifurcation diagram showing natural resonances in a tonotopic nonlinear oscil-
lator array as a function of connection strength and frequency ratio (adapted from [4])

where cij is complex, representing the magnitude and phase of the connection
between any two nonlinear oscillators at a point in time [33], and δij and kij

are real parameters representing the speed of change of the connection. The
variables, zi and zj are the complex valued state variables of the two oscillators
connected by cij . Previous analysis of the learning rule suggested that as a
listener experiences Western musical sequences, connections within and between
networks would essentially be pruned, learning the frequencies of Western equal
temperament (ET). However, no experiments with learning were reported [4].
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Fig. 3. Model architecture of phase-locking neural dynamics in the auditory system.
Fixed connections are shown in gray, learned connections in black. Higher levels operate
only at lower frequencies, modeling deterioration of phase-locking at higher auditory
levels.

(Large 2011)

37



(A,A)-otevřený diskrétní dynamický systém (Spivak 2016):

• A ≡ {(f ,ϕ) | f ∈ Rn>0,ϕ ∈ Tn},

• S ≡ {(f̃ , ϕ) | f̃ : R>0 → R>0, ϕ : R>0 → T},
• f upd : A2 × S→ S,
• f rdt : S→ A
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no longer is a completion procedure. 

The graph represenialion G(a, b, c) of an inhomogeneous linear diophantine equation 
(1) is a labelled digraph with set of nodes 

{ d E Z  [ -ma~(b ,c )  < d <  maxa} 

and set of labelled edges 

{d24  d + a ~ [ d <  0, i _ < m } O { d ~ d - b j  [ d > O , j  <_n} . 
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node of this graph. An edge d -% d+ ai corresponds to incrementing a proposal (~_, ~7) at 

4i, an edge d ~ d -  bj to incrementing ~?j. For example, the equation with a = (1, 4), 
b = (2, 3), c = 4 has a graph representation given in Figure 2. 

Simi]iar to the description of minimal solutions as computations (Section 2) we now 
want to state a correspondence between solutions and walks in G(a ,~  c). Equivalent to 
the greatest computation for a given minimal solution s is a monotone walk in G(a, ~ c): 

is monotone if the conditions 

d k < 0  anddk, < O ~ ik < i~, 
d~ > 0  anddk, > 0 ~ j k  <j~,  

hold for all 1 _< k < k' _< l. t~oughly speaking, a monotone walk first follows edges with 
a lower labelling. In the graph given by Figure 2 both 

O~2~4.~h2b_~_122~3b_~2 0 
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matice ekvilibrií Mij ≡ #{s ∈ S | f rdt(s) = j, f upd(i, s) = s}
(Spivak 2016)
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Fig. 2. Bifurcation diagram showing natural resonances in a tonotopic nonlinear oscil-
lator array as a function of connection strength and frequency ratio (adapted from [4])

where cij is complex, representing the magnitude and phase of the connection
between any two nonlinear oscillators at a point in time [33], and δij and kij

are real parameters representing the speed of change of the connection. The
variables, zi and zj are the complex valued state variables of the two oscillators
connected by cij . Previous analysis of the learning rule suggested that as a
listener experiences Western musical sequences, connections within and between
networks would essentially be pruned, learning the frequencies of Western equal
temperament (ET). However, no experiments with learning were reported [4].

frequency

neural
oscillators

DCN

IC

memory

cochlea

efferent
afferent

internal

stimulus

Fig. 3. Model architecture of phase-locking neural dynamics in the auditory system.
Fixed connections are shown in gray, learned connections in black. Higher levels operate
only at lower frequencies, modeling deterioration of phase-locking at higher auditory
levels.

ϕ̂in : ((astim,aeff),aaff) 7→ (astim,aeff,aaff)

ϕ̂out : aaff → aaff

Nij =
∑

k∈ϕ̂out−1
(j)

M ̂ϕin(i,k) k = M ̂ϕin(i,j) j

(Spivak 2016)

43



120 E.W. Large

�� ���� ��
� ���� ���� ��

������������������� ��
����
� ���	�
��	� 	���� ����������

f����f�

c

Fig. 2. Bifurcation diagram showing natural resonances in a tonotopic nonlinear oscil-
lator array as a function of connection strength and frequency ratio (adapted from [4])

where cij is complex, representing the magnitude and phase of the connection
between any two nonlinear oscillators at a point in time [33], and δij and kij

are real parameters representing the speed of change of the connection. The
variables, zi and zj are the complex valued state variables of the two oscillators
connected by cij . Previous analysis of the learning rule suggested that as a
listener experiences Western musical sequences, connections within and between
networks would essentially be pruned, learning the frequencies of Western equal
temperament (ET). However, no experiments with learning were reported [4].

frequency

neural
oscillators

DCN

IC

memory

cochlea

efferent
afferent

internal

stimulus

Fig. 3. Model architecture of phase-locking neural dynamics in the auditory system.
Fixed connections are shown in gray, learned connections in black. Higher levels operate
only at lower frequencies, modeling deterioration of phase-locking at higher auditory
levels.

ϕ̂in : ((astim,aeff),aaff) 7→ (astim,aeff,aaff)

ϕ̂out : aaff → aaff

Nij =
∑

k∈ϕ̂out−1
(j)

M ̂ϕin(i,k) k = M ̂ϕin(i,j) j

(Spivak 2016)

43



120 E.W. Large

�� ���� ��
� ���� ���� ��

������������������� ��
����
� ���	�
��	� 	���� ����������

f����f�

c

Fig. 2. Bifurcation diagram showing natural resonances in a tonotopic nonlinear oscil-
lator array as a function of connection strength and frequency ratio (adapted from [4])

where cij is complex, representing the magnitude and phase of the connection
between any two nonlinear oscillators at a point in time [33], and δij and kij

are real parameters representing the speed of change of the connection. The
variables, zi and zj are the complex valued state variables of the two oscillators
connected by cij . Previous analysis of the learning rule suggested that as a
listener experiences Western musical sequences, connections within and between
networks would essentially be pruned, learning the frequencies of Western equal
temperament (ET). However, no experiments with learning were reported [4].

frequency

neural
oscillators

DCN

IC

memory

cochlea

efferent
afferent

internal

stimulus

Fig. 3. Model architecture of phase-locking neural dynamics in the auditory system.
Fixed connections are shown in gray, learned connections in black. Higher levels operate
only at lower frequencies, modeling deterioration of phase-locking at higher auditory
levels.

ϕ̂in : ((astim,aeff),aaff) 7→ (astim,aeff,aaff)

ϕ̂out : aaff → aaff

Nij =
∑

k∈ϕ̂out−1
(j)

M ̂ϕin(i,k) k = M ̂ϕin(i,j) j

(Spivak 2016)

43



120 E.W. Large

�� ���� ��
� ���� ���� ��

������������������� ��
����
� ���	�
��	� 	���� ����������

f����f�

c

Fig. 2. Bifurcation diagram showing natural resonances in a tonotopic nonlinear oscil-
lator array as a function of connection strength and frequency ratio (adapted from [4])

where cij is complex, representing the magnitude and phase of the connection
between any two nonlinear oscillators at a point in time [33], and δij and kij

are real parameters representing the speed of change of the connection. The
variables, zi and zj are the complex valued state variables of the two oscillators
connected by cij . Previous analysis of the learning rule suggested that as a
listener experiences Western musical sequences, connections within and between
networks would essentially be pruned, learning the frequencies of Western equal
temperament (ET). However, no experiments with learning were reported [4].

frequency

neural
oscillators

DCN

IC

memory

cochlea

efferent
afferent

internal

stimulus

Fig. 3. Model architecture of phase-locking neural dynamics in the auditory system.
Fixed connections are shown in gray, learned connections in black. Higher levels operate
only at lower frequencies, modeling deterioration of phase-locking at higher auditory
levels.

ϕ̂in : ((astim,aeff),aaff) 7→ (astim,aeff,aaff)

ϕ̂out : aaff → aaff

Nij =
∑

k∈ϕ̂out−1
(j)

M ̂ϕin(i,k) k = M ̂ϕin(i,j) j

(Spivak 2016)

43



Mary A. Castellano, Jamshed J. Bharucha a
Carol L. Krumhansl. “Tonal hierarchies in the music of
north India”. In: Journal of Experimental Psychology.
General 113.3 (1984), s. 394.

M. Clausen a A. Fortenbacher. “Efficient solution of linear
diophantine equations”. In: Journal of Symbolic
Computation 8.1–2 (čvc—srp. 1989), s. 201–216. doi:
10.1016/S0747-7171(89)80025-2.

Robert E. Ecke, J. Doyne Farmer a David K. Umberger.
“Scaling of the Arnold tongues”. In: Nonlinearity 2.2
(1989), s. 175.

44

http://dx.doi.org/10.1016/S0747-7171(89)80025-2


Frank C. Hoppensteadt a Eugene M. Izhikevich. Weakly
connected neural networks. Sv. 126. Applied
Mathematical Sciences. Springer-Verlag New York, 1997.
doi: 10.1007/978-1-4612-1828-9.

M. Høgh Jensen, Per Bak a Tomas Bohr. “Complete devil’s
staircase, fractal dimension, and universality of
mode-locking structure in the circle map”. In: Physical
Review Letters 50.21 (1983), s. 1637.

Edward J. Kessler, Christa Hansen a Roger N. Shepard.
“Tonal schemata in the perception of music in Bali and
in the West”. In: Music Perception. An Interdisciplinary
Journal 2.2 (1984), s. 131–165.

45

http://dx.doi.org/10.1007/978-1-4612-1828-9


Carol L. Krumhansl. “The psychological representation of
musical pitch in a tonal context”. In: Cognitive
Psychology 11.3 (1979), s. 346–374.

Carol L. Krumhansl, Jamshed J. Bharucha a
Edward J. Kessler. “Perceived harmonic structure of
chords in three related musical keys”. In: Journal of
Experimental Psychology. Human Perception and
Performance 8.1 (1982), s. 24.

Carol L. Krumhansl a Edward J. Kessler. “Tracing the
dynamic changes in perceived tonal organization in a
spatial representation of musical keys”. In: Psychological
Review 89.4 (1982), s. 334.

Yuri A. Kuznetsov. Elements of applied bifurcation theory.
Springer, 1998.

46



Edward W. Large. “A dynamical systems approach to
musical tonality”. In: Nonlinear Dynamics in Human
Behavior. Ed. Raoul Huys a Viktor K. Jirsa. Springer, 2010,
s. 193–211.

Edward W. Large. “Musical tonality, neural resonance and
Hebbian learning”. In: International Conference on
Mathematics and Computation in Music. Springer. 2011,
s. 115–125.

Edward W. Large, Felix V. Almonte a Marc J. Velasco. “A
canonical model for gradient frequency neural networks”.
In: Physica D - Nonlinear Phenomena 239.12 (červ. 2010),
s. 905–911. doi: 10.1016/j.physd.2009.11.015.

47

http://dx.doi.org/10.1016/j.physd.2009.11.015


Edward W. Large, Ji Chul Kim et al. “A neurodynamic
account of musical tonality”. In: Music Perception. An
Interdisciplinary Journal 33.3 (2016), s. 319–331.

Kyung Myun Lee et al. “Selective subcortical
enhancement of musical intervals in musicians”. In:
Journal of Neuroscience 29.18 (2009), s. 5832–5840.

Fred Lerdahl a Carol L. Krumhansl. “Modeling tonal
tension”. In: Music Perception. An Interdisciplinary
Journal 24.4 (2007), s. 329–366.

Karl D. Lerud et al. “Mode-locking neurodynamics predict
human auditory brainstem responses to musical
intervals”. In: Hearing Research 308.SI (ún. 2014),
s. 41–49. doi: 10.1016/j.heares.2013.09.010.

48

http://dx.doi.org/10.1016/j.heares.2013.09.010


David I. Spivak. “The steady states of coupled dynamical
systems compose according to matrix arithmetic”. Ver. 2.
In: arXiv preprint arXiv:1512.00802 (24. ún. 2016). arXiv:
1512.00802v2 [math.DS]. url:
https://arxiv.org/abs/1512.00802v2 (cit.
05. 04. 2017).

49

http://arxiv.org/abs/1512.00802v2
https://arxiv.org/abs/1512.00802v2

