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Clustering
Helps to understand the characteristics of the dataset.

It does that by looking for meaningful groups or

collections in the dataset.

Possible to distinguish two broad types:

Flat clustering

Hierarchical clustering
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Contrastive Hierarchical Clustering

Propose a new head for cluster-level representation learning which can generate
hierarchical structure of clusters.
Focus on analyzing the relationship and similarites between clusters besides just reporting
the metrics.

The information contained in the flat partition is limited.
Deep clustering has been dominated by flat models. 

Goals

Observations



Contrastive Hierarchical Clustering - Model Architecture

Data Augmentation Module

Transforms any given data example

randomly resulting in two correlated

views of the same example [1].

Augmentation list includes:

 Resized Crop

 Horizontal Flip

 Color Jitter

 Grayscale

[1] A Simple Framework for Contrastive Learning of Visual Representations

https://arxiv.org/abs/2002.05709


Contrastive Hierarchical Clustering - Model Architecture

Feature Extractor

[1] A Simple Framework for Contrastive Learning of Visual Representations

         is a backbone that computes an internal

representation.

We analyzed how backbone architecture impacts the

final quality.

Image from Deep Residual Learning for Image Recognition

https://arxiv.org/abs/2002.05709


         is a projection network (MLP) that projects

representation into latent space.

We minimize / maximize similarity between differently

augmented views with NT-Xent loss [1] in latent space.

Contrastive Hierarchical Clustering - Model Architecture

Projection Head

[1] A Simple Framework for Contrastive Learning of Visual Representations

Image from Neural Networks and MLP

https://arxiv.org/abs/2002.05709


          is one fully connected layer distilled into a

soft decision tree [2].

Assigns data points to clusters by a sequence of

decisions.

Trained with contrastive hierarchi cal loss

function which maximizes the likelihood of similar

data points being assigned to the same clusters.

Contrastive Hierarchical Clustering - Model Architecture

Hierarchical Clustering Head

[2] Distilling a Neural Network Into a Soft Decision Tree

https://arxiv.org/abs/1711.09784


[2] Distilling a Neural Network Into a Soft Decision Tree

To construct a decision tree, we follow the idea behind soft decision trees [2],

and model the tree path by a sequence of decisions:

where          is a sigmoid function and                   with               are weights of a

linear layer.

With         output we can define a probability distribution of assigning data to

clusters on all levels of the tree:

Contrastive Hierarchical Clustering - Tree Model

https://arxiv.org/abs/1711.09784


Contrastive Hierarchical Clustering - Building structure

Similarity between data points

Hierarchical clustering loss

Tree model in inference mode returns the index of the most probable

path.

Tree model in training mode returns the probability of assigning data

to every cluster.

Training vs Inference



[1] A Simple Framework for Contrastive Learning of Visual Representations

How to match the number of leaves with the

number of classes?

Namely, we reduce leaves with the lowest

expected fraction of data points:

Contrastive Hierarchical Clustering - Regularization

(R1) How to prevent collapsing and how to use

sub-trees equally?

 Minimizing the cross-entropy between the

desired distribution [0.5, 0.5] and the

actual distribution to choose the left or

right path in a given node.

(R2) Improving the representation with NT-

Xent [1] Loss.

 Regularization Pruning

https://arxiv.org/abs/2002.05709


MNIST F-MNIST CIFAR10

CIFAR100 STL10 ImageNet10



Comparison with flat clustering methods on datasets of color images

Comparison with hierarchical models

Results



Ablation Study - Backbone

Results - Ablation Study



Ablation Study - Impact of losses Comparison to Agglomerative Clustering

Results - Ablation Study



Cluster Hierarchy for MNIST

Results - Structure Analysis



Cluster Hierarchy for F-MNIST

Results - Structure Analysis



Cluster Hierarchy for CIFAR10

Results - Structure Analysis



Cluster Hierarchy for ImageNet10

Results - Structure Analysis



Conclusions
Our method provides significantly more information about the data than typical flat clustering models.

 Analysis performed on typical clustering benchmarks confirms that the produced partitions are highly

similar to ground-truth classes.

Our method generates a reasonable structure of clusters, which is consistent with human intuition and

image semantics.

Future works
Experiment with datasets that have more complex structures:

More classes.

More relationships between classes.

Extend work beyond image datasets: 

Medicine - Molecular datasets.
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