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ABSTRACT

In this paper we describe preliminary work thatreiees whether
statistical properties of the structure of websitzn be an
informative measure of their quality. We aim to dep a new
method for evaluating e-government. E-governmertsites are
evaluated regularly by consulting companies, irdtomal
organizations and academic researchers using eaetyaof
subjective measures. We aim to improve on theséuatians
using a range of techniques from webmetric andasawtwork
analysis. To pilot our methodology, we examine streicture of
government audit office sites in Canada, the U3, WK, New
Zealand and the Czech Republic.

We report experimental values for a variety of eleteristics,
including the connected components, the averageamndtis
between nodes, the distribution of paths lengthd,the indegree
and outdegree. These measures are expected téatmmdth (i)
the navigability of a website and (ii) with its “dality” which is a
combination of hubness and authority. Comparisonwebsites
based on these characteristics raised a numbesués, related to
the proportion of non-hyperlinked content (e.g. pdfl doc files)
within a site, and both the very significant diffaces in the size
of the websites and their respective national patrs. Methods
to account for these issues are proposed and disgtus

There appears to be some correlation between tHees/a
measured and the league tables reported in theatlite.
However, this multi-dimensional analysis providescher source
of evaluative techniques than previous work. Oumlysis
indicates that the US and Canada provide betteigabiity,
much better than the UK; however, the UK site isvah to have
the strongest “nodality” on the Web.

Categories and Subject Descriptors

H.3.5 [Online Information Serviceg: Web-based services
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1. INTRODUCTION

Relationships between consumers and commerciah@at&ons
of all kinds have been revolutionized by the pheeoat rise of e-
commerce. Similarly, the increasingly widesprea@ wd the
internet and the World Wide Web offers a potential
transformation of government-citizen relationshipas the
development of ‘e-government’ — the use by govemmef
information technologies both internally and toeistct with
citizens, businesses and other governments.

Most advanced industrial nations have put conshderpolitical
support and financial resources behind the devetopnof e-
government. By 2005, the UK for example has a “.glmmain of
around 8 to 23 million pages (depending on whicirae engine
estimates one tends to believe, MSN or Google ntsjedy) and
spends £14.5 billion a year on information techgglan the
pursuit of the Prime Minister's commitment to hawal

government services electronically available byehd of 2005.

In spite of these resources (greater than 1 parafgBDP in most
industrialized nations is spent on government imfmtion
technology), e-government has lagged behind e-canenén the
UK, recent survey evidence [8] suggests that wigf®o of
Internet users claim to have looked for or bougbbds and
services online, and 50% of users to shop onlinkeast once a
month, only 39% have had any sort of interactionthwi
government online in the last year. While figuresr fe-
government usage are much higher in some counprgescularly
Scandinavia, the generalization that governmentbleas far less
touched than commerce by widespread use of the dAfitle
Web holds true internationally. Governments areeurjgtessure
to demonstrate that the massive investments theynaking are
worthwhile.

Furthermore, lack of progress in e-government céacia a
government’s policy-making capacity. One of the kiepls’ of

public policy deployed by government has been eefiwithin

the field of political science as ‘nodality’ — tlubaracteristic of
being at the centre of social and informationaiwoeks [11][12].

The concept of ‘nodality’ in political science imiaogous to
authoritativeness (often indicated by number dfdipointing to a
site) and hubness (number of links pointing outsidgite) with
respect to computer science and the Web. Intutiwee would
expect government to become more nodal as thenktteand
associated technologies become more embedded lirkspects
of social and political life. However, if private edor
organizations and non-governmental organizations arore
successful at using the World Wide Web to increfiseir

nodality, it may be that government will suffer atross of



nodality in the virtual realm, thereby weakeningeaof its key
tools. We can hypothesize that a ‘healthy’ govemta®main, if
we can establish appropriate characteristics tméeiuch a thing,
will help government to become more nodal. If a domhas
more incoming links, for example, it is likely te Inore visible to
search engines and more easily found by citizeasching for
government-related information.

Current research in computer science, politicalersmé or
communications research tells us little about treb\structure of
e-government. As outlined below, there are numeruaditative
analyses of government online and internationakirgs of e-
government. However, there are no quantitative ngite to
analyze the underlying link structure of a governtrdomain, to
assess the ‘health’ of such a domain, or to comgameains. We
believe that such an undertaking will provide valea
information about this new element of government altimately
could be used to aid the redesign of governmentdin®
presence. Although there are a number of studieslalging the
field of webmetrics (discussed below), there hagerbvirtually
no attempts to apply them to government.

Existing Web metrics may be categorized as eitlser-based or
structural. User-based metrics measure a variethafacteristics
of a user’s usage of a site, e.g. page impressixrguisition of

user-based metrics can be difficult since the datmly available
to the owner of the website, and the data may Hewt and

costly to obtain. Furthermore, cooperation mightt noe

forthcoming, if the evaluation is performed by autnal third

party intent of publishing comparative data betwséas. And
data may be unavailable for reasons of user privacgontract
confidentiality (where external providers mainttie site).

In contrast, structural metrics measure propersiash as the
average distance between two random pages and
interconnectedness of sites. They are readily aviglto anyone
capable of crawling websites. They would seem tferothe
potential for establishing the ‘health’ of a domdtor example, if
a government domain is highly inter-connected, tbiémens are
much more likely to find information (such as how rhake an
application for a visa) by traversing the link sture of the site.

There are numerous technical and methodologicabl@nts

involved in creating such metrics at the domainelevlihe

numbers of pages, nodes and links involved carebglarge. For
this reason, we have chosen to test our methodalogg single
agency example — the national audit office — whinhy be
compared across several countries. The UK Natiokadlit

Office, the US General Accounting Office, the Camafiudit

Office, the Controller and Auditor General of Newaland and
the Supreme Audit Office of the Czech Republichalve roughly
comparable roles and responsibilities. Thus, wedebel that
performing a comparative evaluation of their onlpresence will
take us some way towards developing a methodolagytte

much larger task of comparing whole government dosa In

addition, the audit offices can be deemed to cturistisome part
of each country’s overall e-government effort, bere will be
some value in comparing existing evaluations ofheeountry’s
place in e-government rankings.

In Section 2 we briefly survey prior work in thelfi. Section 3
then discusses our experimental methodology. Sedtidescribes
experimental results and Section 5 provides a d&ou.

2. PREVIOUS WORK

There have been extensive efforts to assess thityqoé e-

government throughout the world. An overview ofsthvork is
provided in Section 2.1. Similarly, there have beammerous
studies within the computer science community teess and
characterize the structure of hyperlinked enviromisie as
discussed in Section 2.2.

2.1 Qualitative Assessment of E-Government

There have been numerous attempts to assess exgwardr
internationally, in the form of rankings of couesicarried out or
commissioned by international organisations (sushU&NPAN

[15], European Commission [4]), private sector edtascies
(particularly by Accenture [1] Taylor Nelson Sofrés4] and

Graafland-Essers and Ettedgui [9]), and academienoentators
[8][16][13][6])- While some are widely cited andgealy awaited
by governments which score well, all are of methodical

questionability and rely, ultimately, on subjectiyedgments.
Most make some form of assessment of governmensitesb
according to content (eg. [16]) and availability s#rvices (eg.
[4]), while Accenture’s widely known annual study largely a
qualitative analysis based on researcher assessmEntebsites
and available e-services and a limited number oftshisits to the
22 countries covered.

All these studies fail to collect either user-basedtructural Web
metrics. None have been able to overcome the ‘catipg’
problem, noted above, with regard to collectingrudata for
significant numbers of websites, although some ssevey
evidence (Taylor Nelson Sofres[14] in particulawhile
Accenture included a user opinion survey for thstftime in
2005 [1]) to estimate the extent to which a popatats a whole
have interacted with their government online. W#&86{ gathered

thecontent-related data from approximately 2,000 websin nearly

200 countries and LaPorte and Demchak developedures of
‘interactivity’ and ‘transparency’ for tracking thaiffusion and
use of the Web in nearly 200 governments arounavtiréd (now
discontinued). However, none of these studies raresidered
the link structure of e-government sites.

Methodological variations across these studieseardenced by
the different rankings that the countries achiéivee table below
gives the scores attained by the countries coveseg in the most
recent reports by the UN [15], Accenture [1], TayMNelson

Sofres (TNS) [14], and West [16]. The table shoWwat t(for

example) the UK scores well with the UN but closehte median
for Accenture’s 22 countries, well below Canada #rel US for

West and lowest of these six countries for TNS, ldteer one
reporting percentage of population using governroetite in the

last 12 months.

Table 1. Selected results of important e-governmemankings

UN Accenture TNS| West
Maximum 0.927 1% 63 46.3
Canada 0.806 s 51 42.4
Czech Republic 0.542 n/a 23 33.8
New Zealand 0.710 n/a 45 35.%
United Kingdom 0.814 10 18 37.7
United States 0.927 % 44 453
Minimum 0.009 22" 1 16.0
Countries Surveyed 191 22 31 191




However, if we triangulate the five countries asrtise sample of
the three rankings given that include all countife®ur sample
(by giving 5 pts for each™iplace, 4 for # etc. and adding them),
we find that the US and Canada emerge in the tp(sith 13
and 12 respectively out of a possible 15), follovagdhe UK and
New Zealand (with 9 and 8). The Czech Republic pmsithe
last place (3). Consequently, while we may not lxe ao
discriminate between the USA and Canada, we aegeisiied to
determine whether structural metrics reveal disims between
the US and Canada on one hand and the less wédrmpéng
countries on the other.

2.2 Previous Web Metric Work

There have been many studies concerned with websébility
from a user perspective. We do not review thigdiiere here, as
it is outside the scope of this paper, which iscesned only with
the link structure of the sites and their neighlooih

The idea of a link as an endorsement, inspired ibljometrics,
has been successfully applied to a wide range aflems from
ranking algorithms [26][20][30][31], through focuserawling [2]
to web page classification and clustering [30][33][

There have also been extensive studies investgyé#tm structure
of the Web [24][27][35], as well as proposals fts generative
models [10][27][28][36], all of which noted the dedree
structure of the network.

Usually, the study of hyperlink structure has famisn academic
networks [3][19]. Studies have benefited greathonir the
methods developed for social network analysis {eee@xample
[17]) and in recent years researchers from varéwaas have tried
to apply these methods to the Internet by inteipgethe relation
between actors through the hyperlink connections tlafir
websites [18].

The application of computer science methods to dtuely of
politics on the web and e-government in particidamot yet very
common, although there are some notable exceptifios.
example, Hindman et al [10] studied the commungi@sounding
political sites and showed that (i) the numbemabming links is
highly correlated with the number of actual usansl (ii) that
online communities are usually dominated by a fatess—
winners who take all the attention. Overall, apgiicns of
computer science, and especially Web metrics, dajthantitative
evaluation of e-government have not been reported.

3. METHODOLOGY

For purposes of clarity, Section 3.1 briefly defirthe vocabulary
used to describe the Web. Section 3.2 then desctiteedatasets
used in our evaluation and how these datasets aveygred.

3.1 Definition of Terms

Networks have been studied in a variety of differéelds,
including computer science and social studies. diversity of
these disciplines has led to a diversity of vocahulso a brief
definition of terms seems useful.

A network consists of a set obdesand a set oflirected links
that connect pairs of nodes. In our case, the nadeslocuments
retrieved from the Internet and the links are hijpks that can be
used to navigate between these documents. Evdnhéie alink

sourcethat is the node from which it originates, anlih& target

which is the node to which it points. A node candescribed in
terms of its links: every node has emlegreewhich represents
the number of links for which the node is a linkget, and an

outdegreewhich represents the number of links for which the
node is the link source. The sum of thdegreeandoutdegreds

the degreeof a node. A node with non-zero indegree is reéngiv
links or hasinlinks, while a node with non-zero outdegree has
outlinksor is pointing to another node.

We distinguish different entities on the Web tha eanked in a
hierarchy. The smallest entity is a document on Web,
identified by a Uniform Resource Locator (URL)A set of
documents constitutes avebsite A website is primarily
conceptual and depends very much on the percepfitime user
or the author of the site. It is difficult to idémt websites
automatically* In this paper, we will assume that a website is
identified by ahost i.e. everything between http:// and the next
slash stripped off generic ‘www’ prefix and any iliry port
numbers. Although not perfect, this automated aggioseems
sufficient [21]. Hosts can be classified accordiaglomain level
Reading from the right, every combination of lestpreceded by

a dot constitutes a level of domain.

3.2 Datasets

As noted above, the size of e-government sitesdbeavery large.
Furthermore, it is very difficult to define whatgevernment
encompasses. For example, should the military) pmeernment,

broadcasting or health services be included? Tissses have to
be resolved before analysis at the level of a whyzleernment
can take place. For this preliminary study, weefare selected a
pilot agency - the government audit office of eaduntry — on

which to test our methodology. These audit offibesve well-

defined and comparable roles and responsibilittes al operate
sites of relatively small size when compared witie twhole

government domain. For our research we selected atrdit

offices of Canada (CA), the UK and the USA as tiree major

English-speaking countries as well as New Zeal&i) @nd the

Czech Republic (CZ), both to include smaller siteshe sample
and to show that the methodology is language inuizgat.

During October 2005, all documents and associatdd lwere
collected from the websites using the Nutch 1.6dwter. We

started each crawl from the home page of the assatiaudit
office and collected all pages up to a depth of & crawl was
restricted to the audit office domain and the ceawivas
configured to allow for complete site acquisitonThe

composition of our crawl, according to page typeshown in
Table 2. In addition to crawling, we acquired thRLd pointing
to these websites using Google’s reverse lookupalthty. It

should be noted that the link data provided by G@dlimited to
the top 1000 results — affecting the highly linkeaiges in our
dataset. Also Google inlink information has beervjusly
shown to be of limited reliabilify

1 For example the following institutions at UnivéysiCollege
London (http://www.ucl.ac.uk) use different form &fRL:
http://www.cs.ucl.ac.uk/ (Department of ComputerieBce)
http://www.ucl.ac.uk/spp/ (School of Public Policy

2 http://lucene.apache.org/nutch

% The non default parameters being a 5s delay betwapiests to
the same host, and 10,000 attempts to retrievesphge failed
with a soft error. Our crawler followed http linke files,
skipping unparseable content.

4http://blog.searchenginewatch.com/blog/050128-19493



Table 2. Sizes of audit offices’ websites.

Country Google Yahoo! MSN Crawl doc pdf dynamic
CA 139,000 13,800 30,918 12,730 2 725 596
Ccz 739 632 1,059 926 11 464 356
NZ 558 1,230 1,115 836 1 352 0
UK 32,200 6,980 10,32% 4,027 78 1,411 144
us 433,000 64,40( 72,010 19,625 0 4,897 4,140

Table 2 enumerates the size of the crawl for eaelsite,

together with the estimated size of these sitegprasided by

Google, Yahoo! and MSN. It can be seen that Gosgstimates
are usually larger than MSN's, which are usuallygda than

Yahoo's. The source of this discrepancy is unknowut is

probably connected to the size of the underlyirdeinas well as
the associated estimation techniqueliable figures for the
actual size of e-government websites are diffitolbbtain. We
are unaware of any government figures pertaininthim While

the number of pages we crawled is on the low spsonal

correspondence with contacts at the UK audit officggests that
(at least for the UK) our crawl was exhaustive.

4., EXPERIMENTAL RESULTS

We analyzed the five datasets (CA, CZ, Nz, UK, U&) the
audit offices of Canada, the Czech Republic, Newlaisd, the
UK, the USA, respectively. We examined both theerinal
structure and the external connectivity. Sectich summarizes
the internal structure, which is related to naviligh and Section
4.2 summarizes external connectivity, which we riptet as a
measure of an institution’s nodality.

4.1 Internal Structure

The internal structure of a website can have aiftignt effect on

its navigability when users only use the hyperlitikgavigate the
site. For the five datasets, we examined (i) thee 99f the

connected components, (ii) the average distanceveeet
randomly selected pairs of nodes and their disticby and (iii)

the distribution of links within a site. These thrproperties can
clearly affect navigability and are discussed itaddelow.

4.1.1 Connected Components

Major advantage of hyperlinked environments is thaly permit
the user to navigate from one document to another raach
related documents. Which documents a user can reaclka
website is primarily determined by the links that &ncluded in
each Web page. The drawback of not having any Iink a
page becomes obvious when we realize that a suiadtan
proportion of users arrive via a search enginetharkfore cannot
use the back button to continue exploring the Sités seems to
be supported by preliminary results of our usedistuthat show
users starting navigation not from the top page foun deep
inside a site (after arriving from a search engia@d then
performing non-trivial navigation.

Since a user can enter a site at an arbitraryitcarovided by a
search engine, a very simple assumption is thabcal gvebsite
should provide the possibility to navigate to atlyeo page on the
site via its hyperlinks, in other words that thexe path between
any two pages. In fact, Broder et al [27] estalglisithat for the

® http://blog.searchenginewatch.com/blog/050128-8349

Web a path exists only for 25% of all pairs of ne@dee. in 75%
of cases it is no possible to navigate betweenrmdom pages.

Broder et al also described the structure of thé \yaph. At the
centre is astrongly connected component (SC@®ith a path

between every pair of nodes. THé componentontains nodes
that have a path to nodes in the SCC but not fl@SCC. In the
same way, nodes that are only reachable via afgathnodes in

SCC but not conversely form ti#JT component

Table 3. Percentage of pages in strongly connect@8CC) and

in OUT component, for both entire site as well asrfavigable”

site (i.e. without .pdf, .doc and image files) andercentage of
documents removed by this filtering operation.

Whole Site Filtered site %age of
Country SCC ouT SCC OUT | pdf+doc
CA 47 53 50 50 6
cz 35 65 71 29 51
NZ 52 48 90 10 42
UK 34 66 54 46 37
us 52 48 70 30 25

In terms of a user navigating a site via its linkesyy node
contained in the SCC is reachable from any othefenio the
SCC, although the path from one node to another beajong
(see Section 4.1.2). In contrast, nodes in the Qdmponent
“trap” a user since it is not possible to reachribdes in the SCC
from there. None of our datasets contain an IN comept
because the crawls started at the top page oftthéhat is part of
the SCC. Table 3 summarizes the sizes of the SQCCIT
components in our datasets. Since our crawler doeparse .pdf
and .doc files for hyperlinks, these documentsaways in the
OUT component. Thus, websites that provide mangntspn pdf
or doc format may appear to have a small SCC. Weefbre
repeated our analysis of the datasets without gmtf,and image
pages so that only navigable pages were includéteianalysis.

We expect that sites with a large SCC will be gasienavigate
than sites with a small strongly connected compbbecause a
user will not get trapped on a page that does rmtige any link
back to the central core of the site. Our analg§ithe entire site
reveals that approximately 50% of the US, NZ and st&s are
strongly connected compared with only 34% for theand CZ..

When only navigable content is considered, the $@Ceases
according to the number of pdf and Word documentshe site.
New Zealand’s ranking improves dramatically, witmast 90%
of its site forming part of the SCC. The good perfance of the
US is especially noteworthy as it is the largetst of all.

There are several potential drawbacks to compartimgse
numbers. One open question is whether some docanibat
could not be parsed for links by our crawler (feample pdf and



Table 4. Navigability related properties of audit dfices’ websites.

Normalized %age of Unreachable Pairs
Average | Median Average Whole Site Navigable
Directed | Directed | Directed Directed Directed Median Content
Country Diameter | Distance | Distance Diameter Distance Distance
CA 12 4.7 5 2.92 1.14 1.2p 53% 5000
Cz 6 3.8 4 2.02 1.28 1.3b 65% 29%
NZ 8 3.3 3 2.74 1.13 1.08 48% 10%6
UK 22 5.4 5 6.10 1.5(¢ 1.39 66% 466
us 23 5 5 5.36 1.16 1.1p 48% 30%

doc files) should be excluded because these adefiyition in
the OUT component. Another question is how strorigby size
of a website influences the size of the SCC. Fallemnsites, it
is relatively easy to ensure a SCC of 100%, whiely mxplain
why CZ and NZ have such large SCC’s after filtering
contrast, this is much bigger challenge for a kite the audit
office of the US with almost 20,000 pages. It seafear that
some normalization is needed to account for the sif a
website. However, we are uncertain what form
normalization should take.

4.1.2 Distance

While the strongly connected component indicatesatwh
percentage of the site can be accessed by nawgtte link
structure, it does not reveal the number of clizésded to move
from one node to another. It is therefore intengsto measure
the distance, in number of hyperlinks followed, order to
navigate between two randomly selected nodes alzsite.

For the following calculations we establish thedest shortest
path between a random node and all other nodes. iThihe
longest path a user would have to follow to getfrone node
to another.

A worst case measure of distance is the directachetier of the
site, which is defined as the longest of all calted shortest
paths. Perhaps a more useful measure is the avedisigace,
which is defined as the average over all the longésrtest
paths of each node. We also quote the median asgsure is
less susceptible to extreme outliers. Table 4 enat®e® these
values for each dataset. The path length does hahge
significantly when calculated for the whole sitedamly for the
navigable content. This is because unreachable pathignored
in these calculations. However, obviously the petage of
unreachable pairs can shrink dramatically. It ieeresting to
observe that the percentage of unreachable paaleisst equal
to the percentage of the OUT component. This indiahat
there are almost no paths between pairs of nodéseirOUT
component, i.e. the number of reachable pairs stssimost
entirely of nodes in SCC. This implies that oncasar enters
the OUT component, there is not only no way baci,tbere is
very little chance of navigating to another page.

The average directed distances of the websitearisample are
much lower than the ones that Albert et al [35takdted for the
Internet, indicating that indeed there is a higldegree of
connectivity within a managed website than for liiternet as a
whole. However, as with the SCC, it is clear thah®ll website
will tend to have a smaller diameter and an avemig&ance
than a large website. Therefore in order to meduilyg

this

compare the values, they should be normalized. @ddd to
apply a normalization factor equal to the logaritbithe size of
the website. This is based on the models of [38][88] where
the diameter grows linearly with logarithm of thieesof the
network.

Looking at Table 4, we observe that the normaliagdrage
distance for CA and US is now comparable with N&eT
normalized average distance for CZ has worsenedg wihe

UK'’s normalized average distance remains the worst.

The average distance does not reveal the diswitbai longest
shortest paths. Figure 1 shows the cumulative iigion of
path lengths for each data set. The asymptotigevaf each
curve has been normalized to reflect the diffepmrcentage of
nodes that are unreachable for each dataset.
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Figure 1. Cumulative sum of number of pairs of page that
have a path between them of less than a certain lgifr. The
x-axis represents the path length. The-axis represents the
fraction of all possible pairs of pages in the welite that are
connect by a path of length less than x.

Figure 1 shows that for those nodes that are rédehshe
majority can be reached by six or less hyperlinkhile this
value might seem rather small, Huberman et al [3f@und
that an average user follows only 4 links withisite. For a path
length of four or less, we see that (i) for NZ, mo$ the
reachable nodes are accessible, (i) for CZ, ove¥ 5of
reachable nodes are accessible, (iii) for CA and sd8newhat
over a third of reachable nodes are accessible (ighdor the
UK, about a third of reachable nodes are accessiiés is
particularly poor for the UK, since not only dodshave the
lowest accessibility for path lengths of four osdebut this is
compounded by the fact that the percentage of eddemodes
is also the lowest.



4.1.3 Average Degree, Degree Distribution and

Centralization

The previously discussed measures all rely on xistemce of
links between documents. One could argue that thee inks
exist, the more likely it is that there exists dhpbetween two
randomly selected pages. In order to measure havsetie
connected a network is we can measure the aveeggealof a
node, that is the average number of links pointmgr from a
node in a network. The higher the average degtee,nore
links exist in a network. As we use the average theasure
can be compared across networks of different $sizéhe same
way, we can measure the indegree and outdegreéudisins.
However, as we analyze a website and its inteiinkk lonly,
every link going out from one page is received hgther page
within our graph. Therefore, the average indegrgeaks the
average outdegree. In accordance with our eaitiéings, the
values in Table 5 underline that sites with a sematbormalized
average distance tend to have more links.

Table 5. Average degree per page (sum of incominga
outgoing links), standard deviation from average ad
median of degree. Degree closeness centralizatiog(G)
both for the whole site crawled and for navigable entent

only.
Degree Closeness
Degree Centralization

Average Whole | Navigable

Country (std. dev.) Median Site Content
CA 20.0 (105.0) 3 0.341] 0.341
Ccz 7.7 (18.5) 2 0.427 0.507
NZ 19.9 (47.6) 14 0.607| 0.789
UK 13.3 (57.3) 2 0.288 0.229
us 23.8 (277.9 10 0.509 0.515

Many links do not necessarily guarantee a smallreme
distance. Although the Web is a sparsely connegtaph, it has
been shown that it exhibits the characteristic afall world

[35][27][37], i.e. that most nodes can be reachethfa random
node by a comparatively small number of clicks. sTl$

possible because links are unevenly distributedsacnodes:
there is a small number of nodes with a very higmber of

links while at the same time there is a large nundfenodes
with only a few links. The distribution of links fows a power
law. For the Internet Albert et al [35] calculadipf-exponent
of 2.1 for the indegree distribution and of 2.72 thee outdegree
distribution.

Figure 2 plots the distribution of indegree anddegtree for the
websites in our sample. In the log-log plot, aigtraline from

the upper left corner to the lower right corneridades a power
law distribution. The distribution is stronger farger sites, but
even for the small sites, the indegree distributimughly

follows a power law. This is not the case for thedegree
distribution.

It is important to note that we only consider thstribution of
links that are internal to the site, that is linbtusce and link
target are pages within the website of the auditafIn order
to meaningful compare our distribution with distritons found

for the Web as a whole, we would have to considerexternal
links as well.
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Figure 2. Distribution of in and outdegree for intanal links
in audit office websites as seen on a double logtminic scale.

Although there is considerable variation, for ikbn the five
sites follow the general model of the Web, witheavfnodes
acting as internal authorities. While a few siteseive the
majority of links, the websites differ in the amouo which
they are centralized in their organization.

We use thecloseness centralization coefficient denotedGy

[17] to compare centralization of sites. L@tbe an undirected
graph with n nodes representing our dataset whg@ and

E(G) are sets of vertexes/pages and edges/links résggct et

d(v,i) be the distance from nodeto nodei and S, a star-
network ofn nodes. The closeness centrality of a nedenoted
cq(v) is defined as:

n-1
D YD)
iV (G) !
For the closeness centralization of a whole netwwek first

calculate the overall variation in closeness céihtracores for
all nodesdenoted yG):



Table 6. Inlink analysis of audit offices’ websites

Numbclerr]”c;]fkixternal % of Pages | % of Links Number of Hosts % of Number of Different
Receiving to Top Government ;
Total | Normalized Links Page Total | Normalized Hosts Governments g#l?:gs
CA 647 324 0.9% 479 21p 106 25% L5 11
Ccz 89 18.5 1% 909 5% 115 20% 10 8
NZ 39 12.2 0.1% 1009 34 10/6 44% 10 7
UK 2515 66.9 7.6% 579 456 12)1 1826 P5 20
us 8594 46.5 13.5% 9% 1905 10.3 12% 7 2

V(@)=Y 1€ ()~ maxc, ()]

This variation is then set into relation to theiaion in a network
of the same size with maximum centralization, tlsata star-
network:

¢ (G)
¢4 (S)

From the definition the coefficientyGakes values between 0 and
1 with one for a most centralized star—network.

C,(G) =

The centralization measure can assist in the irg&fon of our
earlier measure of the datasets’ diameter and geedistance.
This is because there are basically two ways toeaeha low
distance between pages as well as a large stramipected
component — either a website can be built by sintipling all

pages directly to a hub page, or by linking eveageto different
relevant pages on the site. While both methods netlluce the
average distance between pages, the former rdsulshighly
centralized network, while the latter creates a mumnore
distributed network. We note that New Zealand is thost
centralized network. However, further analysis iseded to
determine the nature of this centralization.

4.2 External Connectivity

The previous sections analyzed the internal stractof the
websites in our sample. It is hoped that analy§ithe internal
structure can provide a quantitative measure oh#hégability of
the websites. However, such an analysis does fateréo the
“nodality” of political science, a concept that &kin to the
hubness and authoritativeness of a site. To dorequires
broadening the analysis beyond the website itbgligstablishing
what are the links between the websites in our sampd other
websites. Note that in the following analysis,nkB and outlinks
refer to links that come from or go to a node fhatot part of the
website under study.

4.2.1 Inlink Analysis

Following the common interpretation of a link aseardorsement,
we look at number and type of links a website nezi The total
number of inlinks, as reported in Table 6, canrtierpreted as an
indicator of a site’s visibility or authority. Webeerve that the
number of inlinks is very high for the UK and US.

However, the total number of inlinks does not reffline fact that
some countries have a very much smaller populdtian others.
We therefore believe that it is appropriate to raine the
number of inlinks to a website by the estimatede sif the
internet population of the associated country. @msthe audit

offices of large countries such as the United Statéhich have
very high Internet penetration, and those audite$f that operate
in smaller countries where less people have adoeb® Internet.
Therefore we normalized the total number of incaplinks to a

website by the number, in millions, of Internet ngsén the

country [34]. It is worth noting that this normaimon is

particular to governments online, in contrast tmpany websites
for example. Although everyone can link to a natioaudit

office’s website, regardless of whether they amtizen of that

particular country, the very function of these itustons is

primarily of interest to citizens of that countfhis is supported
by the finding that the majority of external inlglriginate from
websites within the same country domain (see Fig)reAfter

normalization, we observe that the UK is rankedhbgy, i.e. is
most authoritative, followed by the US and CA.

A site that offers a variety of useful informatianmore likely to
receive links to many of its pages, not just tohitsne page. We
therefore measure the proportion of pages on aiteeteseiving
external links. We argue that the higher this vakjethe more
useful information is likely to be offered by thiges Additionally,
we determined the proportion of external links pioig to the
home page. We believe that a low proportion ofdiné a home
page is better, as this probably indicates thatreat sites are
pointing to specific, useful information on theesitather than
pointing to an audit office as an institution. Byst measure, we
observe that all pointers to NZ are generic, wbidy about 9%
of inlinks to the US point to the home page.

The total number of inlinks does not reveal théstribution. For
example, all inlinks might originate from a singd&ternal site.
We believe it is better if the inlinks come fromvariety of
external sources. We report the number of diffeharsts pointing
to each site. Again, we normalize this measure lijioms of
Internet users in country. Interestingly, althoubh US exhibits
by far the largest number of hosts the normalizegasuare
suggests that both the UK and even CZ are in faked to by
more different websites than the North Americanioffices.

As we are interested in e-government, the linksvben different
national governments are of interest as well asettiernal links
within the national government of the country. Téheare

tabulated in Table 6 and graphically illustrated kigure 3. We
see in Figure 3 that the websites in the sampléerdif the

proportion of inlinks originating from other govenent domains.
Still, it can clearly be seen that the majoritywsbsites pointing
to an audit office is non-governmental, indicatitigat the

relevance of these institution extends beyond nétutionalized

political system. In fact, as one would hope, besiinterest is
strong — about a third of inlink sources are conuiadr

Furthermore, national audit offices really seerbéo‘national’



Table 7. Outlink analysis of the audit offices’ webites.

Number of External | Number of | % of Pages | Number of Hosts % of Number of Different
Outlinks External | Containing
Government
Pages External Host Audit
Total | Normalized | Linked to Link Total | Normalized 0osts Governments | e
CA 5516 0.43 267 39% 98 0.00717 67% 4 1
Cz 21 0.02 8 1% s 0.008p 50% 4 3
NZ 526 0.63 96 509 79 0.0945 526 16 13
UK 886 0.22 568 4% 308 0.0765 44% 18 43
us 243 0.01 190 <1% 128 0.0064 35% 1 1

institutions — at least half of all websites paigtito an audit
office are located in the same country. This a@tisvance to the
normalization by national Internet population the¢ applied
earlier.

4.2.2 Outlink Analysis

The number of outlinks from a site is related fo'fitubness’ [30].
In political science terms, hubness could be ssea measure of
the extent to which a organization ‘collects’ infation from the
outside world, by providing users with links to ethsources of
information.

Governments tend to perceive themselves as themaiti
authority on information. Therefore we assume less likely for
government websites to function as hubs and totpoirother
sources of information, except perhaps to otheeguwents.

Table 7 provides a comparison of outlink statisfios our five

datasets. There are substantial differences in nineber of

external outlinks across sites. While it was fatpm@priate to
normalize the external inlinks of each site by tégpective sizes
of their internet populations, such normalizatiomes not seem
appropriate for outlinks as the creation of an ioktlis not

performed by individual users. Instead, we propmsaormalize

by the size of each site, to provide the numbeowutfinks per

page. Surprisingly, after normalization, we sed th& exhibits

the highest number of outlinks per page (63%). Thiasy be

misleading, since it is quite common to link to gea sites such
as “Adobe Acrobat Reader”. This is confirmed whenconsider
column 4 of Table 7, the number of unique extepaaes pointed
to. Here, we see that while the total number ofirkg for NZ is

526, the total number of different outlink targstenly 96.

A similar change can be observed for Canada ifaamsiders the
number of hosts pointed to instead the total nunafesutlinks.

Although Canada links heavily outside, it does point to many
different websites. In fact, a closer examination Ganada’s
outlinks revealed that the majority of these liflesse one single
target — the website of the Canadian governmentofrirast, the
National Audit Office of the United Kingdom is helgv

interlinked with foreign governments, unlike Canadad the
United States. While a considerable share of thkn&a point to

government websites, audit office link also to othsurces.

We can distinguish the websites linked to by thditaaffice’s
according to their top-level domain. The North Aroan
countries are primarily inward looking with few kg to websites
in foreign countries. Here clearly the UK takes kx&d. Another
interesting result is that most audit offices dbgiously not afraid
of linking to commercial sites.

5. DISCUSSION

We have performed a preliminary comparative study o
government audit offices on Canada, the Czech Rieputew

Zealand, the UK and the USA. This study was basedao
examination of the structural characteristics aésth websites.
Website properties based on usage statistics wetreamsidered
due to the difficulty of acquiring such data. Desphis lack of
usage information, it appears that structural imiation is

informative as to the quality of the websites.

The structural characteristics examined form twdegaries,
internal structure that is indicative of the navdjsy of a site,
and external structure that is indicative of thelalidy (hubness
and authority) of a site. A further subdivision mag made with
respect to nodality. We use the distinction betwaebs and
authorities to distinguish between nodality in teraf collecting
information (hubness) and nodality in terms of emfating
information (authoritativeness).

A variety of properties were examined — diameterttad site,

average distance between nodes, largest stronghnected
component, and the number of external inlinks andlirdks.

These properties have been well studied within aderpscience,
the Web and the social sciences. Neverthelessc@uparative
analysis revealed some shortcomings of these piepedue to
the diversity of the websites and countries undeestigation. It
is clear that in many cases, these properties toelke normalized
to account for the size of a website and/or the sizthe national
Web. In the latter case, this was approximateddynalizing for

the internet penetration in each country. Othemadizations are
possible and future work will consider such issagshe variation
in gross domestic product of each nation. Furtheema simple
count of the number of external inlinks and outlinkan be
misleading. At the very least, it is necessarydjust the results
to only consider unique source or target pageshdste US and
Canada emerge as the most internally connectednavigable

sites in relation to their size, with the UK scarithe lowest on
this dimension. The smallest sites, the Czech Repahd New

Zealand, score highest in absolute terms, havirgy l#igest
strongly connected component, the lowest averagk raedian

directed diameter, the lowest percentage of uneddelpairs and
the highest degree of centralization (taking ordyigable content
into account, as we believe should be the case).thelarger
sites, the US and Canada score generally bettendaigability

than the UK across the same measures, in spiteiod lfar larger
than the UK site. When we take size into accoupitndrmalizing

for the number of pages), the UK’s position asgg#ad becomes
most marked, with the highest directed diameteeatiéd distance
and percentage of unreachable pairs of all the,siteluding the
Czech Republic and New Zealand. To summarize thatsewith



respect to navigability, internal structural chaesistics reveal
that the US and CA rank highly with regard to thaagigability
measures, while the UK is seen to be lagging.

In contrast, with respect to nodality, the UK ahd tJS emerged
as the clear leaders. In terms of incoming noddbtyauthority),
the UK scored most highly with respect to the ndized number
of external inlinks, and was beaten only by thewit respect to
the proportion of pages receiving links. These twere
considerably more authoritative in this sense fBanada, which
in turn eclipsed the two smaller sites. The US dhe UK
received links from a greater number of hosts tih@nother sites,
with a smaller proportion of governmental hostse WK had far
more links from different governments (probablyleefing the
NAO's hosting of a site for an international asatioin of audit
offices); the US was lowest here with only 7, pehighlighting
the somewhat insular nature of US public adminiistna When it
comes to outgoing nodality (hubness), which is asnee of the
‘willingness’ of a site to link to information intlker domains, we
found considerable variation, with Canada having fay the
greatest number of outlinks. New Zealand and therldK have a
significantly higher number of external outlinks evhnormalized
by the size of the website. Although Canada linkehvily
outside, the majority of links are within the Caigdgovernment
and it was the UK that emerged as linking to thghbst number
of hosts (over twice as many as its nearest ritrad, US), the
highest number of different governments (four tirassmany as
its nearest rival, New Zealand) and by far the @égmumber of
audit offices. The US and the UK appear to be thestm
‘authoritative’ sites, i.e. the most effective dissnators of
information. The UK and New Zealand seemed to lge rfost
effective collectors of information (hubness) fraime outside
world. Overall, therefore, we might deem the UK thest ‘nodal’
of our audit offices online.

Our comparative study affirms previous qualitatstedies, for
example in their findings of the superiority of Nwgrn American
sites. However, we have done so by using quanitatieasures
instead of qualitative assessment. Our study hss wielded
novel results. By distinguishing between internat eexternal
connectivity, we have broadened our analysis beybadvebsite
itself and have established a first quantificatafnnodality and
therefore how an institution’s website relatest$osurroundings.

We believe these metrics offer the possibility toyide a more
sophisticated and meaningful evaluation of the wtbctures of
government than any of the existing studies outlime the first
section. When applied at the ‘whole governmentholicy sector
level, they offer the possibility to rigorously ass the
accessibility of government information along twoeyk
dimensions: navigability and nodality. This studipresents, as
far as we know, the first attempts to quantitativeleasure either
of these dimensions and the first attempt to afipdge techniques
systematically to the web structure of governmBeicause these
measures are non-obtrusive, data can be collecttively
cheaply (more so, at least, than any user metnashout
transgressing ethical boundaries or seeking maltg@rmissions
although a web crawler has to be configured in g that puts no
irresponsible pressure onto the bandwidth and alvitity of
information providers [40]. Our aim now is to molkeyond the
relatively modest research subject of audit offides larger
departments (such as finance ministries or foreiffices) and
then to governmental domains.
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Figure 3. A comparison of the audit offices accordig to (i)
percentage of hosts from the home country, (i) peentage of
commercial hosts and (iii) number of different coutries
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The next stage for future research will be to campaur

structural measures against results of our labdoaser study that
we just finished and also against user metricslecmd via

mystery shopping exercises, opinion surveys andeusgatistics,
in order to verify that sites or communities whiemerge as
‘healthy’ in terms of navigability and nodality alsscore well

when experienced by users.
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